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Abstract 

This thesis describes investigations of copper-chalcogenide thermoelectrics and the 

application of advanced structural characterization techniques to explore structure-property 

correlations.    

An in-situ cell was designed and developed to study the electrical transport properties and 

structure of thermoelectric materials. It allows for the simultaneous collection of powder 

neutron diffraction data and electrical transport data as a function of temperature. An 

experiment on Cu2.125Ge0.875ZnSe4 demonstrated that the cell can reliably monitor changes 

in the structure and thermoelectric properties. 

The in-situ cell was exploited to investigate n-type thermoelectric materials in the Cu-Fe-S 

system. A study of CuFeS2 shows the influence of different structural phases on the 

Seebeck coefficient. Meanwhile, the origins of anomalies in the electrical transport 

property data of samples with compositions Cu9Fe8S16 and Cu9Fe9S16 are revealed. The 

observed local maximum in the power factors are linked to structural phase transitions over 

temperatures of T = 425 to 500 K. 

Total neutron scattering experiments on bornite (Cu5FeS4) reveal the nature of the copper 

and iron ordering within its three structural phases. The transition at ca. 475 K can be 

described by a partial disordering of the iron and vacancies, the transition at ca. 530 K 

leads to full disorder of the cations and vacancies. Following this, the thermoelectric 

performance of bornite was enhanced by introducing small deviations from the ideal 

stoichiometry. The thermoelectric figure of merit was improved from ZT=0.44 in Cu5FeS4 

to ZT=0.79 in Cu4.968Fe0.972S4 at 550 K. 

 The low-temperature structure of the high-performance thermoelectric tetrahedrite 

(Cu2+)2(Cu+)10(Sb3+)4(S
2-)13 has been determined and the Cu(II) species located within the 

structure. This has allowed the origin of the magnetic properties of the material to be 

understood for the first time. This collection of studies on thermoelectric copper sulphides 

will contribute to bringing us closer to realising low-cost, low-toxicity thermoelectric 

modules.  
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 Introduction 

1.1. Climate Change in Recent Years 

One of the biggest challenges that all the inhabitants of Earth are currently faced with is the 

threat posed by anthropogenic global warming. The reports by USDOE provide data on the 

global CO2 emissions from human activity over the last ca. 260 years.1 These data have 

been used to produce Figure 1-1(a,b) which reveals an almost exponential growth in the 

emissions and atmospheric concentration of carbon dioxide (Figure 1-1(a,b)).2 Global 

average temperature records over the past 167 years are presented in Figure 1-1(b) and 

they show that the average global temperature is increasing.3 It is widely accepted within 

the scientific community that the rising temperature is due to the increasing level of 

greenhouse gases. If average global temperatures continue to increase at their current rate, 

then the Earth may face catastrophic consequences in the next 50-100 years. The effects of 

this are already being seen in the sea ice volume.4,5   

 

Figure 1-1 – Yearly data for: (a) CO2 emissions from sources of human activity. (b) 

Global average temperature (ΔT/ K) and CO2 concentration in the atmosphere. Zero in the 

global temperature differential is the global average temperature in the pre-industrial era. 

The burning of fossil fuels produces nearly all of the CO2 emissions responsible for the 

increasing global temperatures.1 Climate models predict that global average temperatures 

will increase by up to 4 K higher than pre-industrial revolution values if action is not taken 

to combat increasing emissions.6 This is because there is an ever increasing human 

population and reliance on energy.7  Therefore, it is critical that we make our methods of 

producing energy more efficient or that we find alternative methods of producing energy. 

Technologies which do so should be competitively priced compared to fossil fuels and 

should aim to reduce the CO2 emissions per unit energy during their operating life-cycle. 
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1.1.1.  Importance of Cost for Low-Carbon Energy Resources 

Current energy technologies that are classified as either renewable or low emission sources 

include traditional biofuels, hydropower, wave and tidal, nuclear, wind, solar, and 

geothermal. There has been a huge growth in the amount of energy produced from 

renewable sources over the past 50 years.3 However, comparing the amount of energy 

produced from these renewable sources, to the energy produced by the combustion of 

fossil fuels shows the clear and huge dominance that fossil fuels still have on the global 

market. Renewable sources, in 2017, produced ca. 9,000 TWh  whereas fossil fuels 

produced ca. 134,000 TWh of energy.8 Clearly fossil fuels will continue to dominate the 

energy market for many years to follow, so increasing the efficiency of the combustion 

processes would be critical for reducing their impact on the climate. 

The amount of energy generated from solar harvesting technologies has seen an 

exponential increase over the past 30 years owing to the research efforts into photovoltaics 

(PV) which has driven down the price per unit of energy produced (Figure 1-2(b)), and 

prices are now as low as 69 $ MWh-1. Notably, the drop in PV module price that occurred 

over 2007- 2010 led to a dramatic increase in the electricity consumption from PV. By 

contrast, fossil fuels have remained at ca. 50 – 100 $ MWh-1 for many decades.9,11 Figure 

1-2(a,b) clearly demonstrates that, for energy technologies to have an application in the 

global energy market, they must be competitively priced. This outlook is similar for energy 

technologies utilising hydropower, geothermal and wind.9 Whilst PV and wind etc. 

technologies will certainly flourish in the following years, it is clear that new energy 

technologies will also need to be developed. The following section will look into an 

emerging energy technology that allows for recovery of the wasted thermal energy that is 

lost in the combustion of fossil fuels. 

1.1. Waste Heat Energy Harvesting Using Thermoelectric Materials 

Thermoelectric generator (TEG) modules provide the opportunity to improve the CO2 

emission profile of the fossil fuel combustion process by increasing the efficiency. TEGs 

can take advantage of a thermal gradient to generate electricity from a multitude of heat 

sources. Global energy consumption as of 2014 was of the order of 150,000 TWh. A 

review by Forman et al. provides an estimate of the amount of energy lost as waste heat 

per year, and in 2012 this was estimated to be of the order of 68,000 TWh (determined 

from an estimated total energy consumption of 130,000 TWh).12   
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Figure 1-2 –Cost and energy consumption per year for selected renewable energy 

resources. (a) – Wind,9 (b) – Solar.10 

The majority of this waste energy is produced over the temperature range T=295 – 595 K 

as gaseous waste heat.13 This would provide a Carnot potential of 13,000 TWh that would 

be available to TEG technologies. The Carnot efficiency, ηcarnot, is described by the 

equation:  

𝜂𝑐𝑎𝑟𝑛𝑜𝑡 = 1 −
𝑇𝑐𝑜𝑙𝑑

𝑇ℎ𝑜𝑡
      (1-1) 

Where, Tcold  and Thot are the temperatures of the heat sink and heat source, respectively. 

However, the high cost of the thermoelectric materials, which are used to construct 

modules, currently prevents their use on an industrial/commercial scale. The work 

encompassed within this thesis is driven by the motivation to find and understand novel 

low-cost thermoelectric materials. The later sections of this chapter will investigate some 

of the materials that show potential as low-cost alternatives but first it is important to 

understand the function of these materials. 

1.1.1. Thermoelectric Generators (TEG) 

Thermoelectric materials allow for the direct conversion of thermal energy into electrical 

energy. TEGs are solid-state devices that exploit this phenomenon and are constructed 
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from a combination of different materials; semiconducting, electrically insulating and 

metallic (Figure 1-3).14–16 The electrically insulating parts are used as a substrate at either 

end of the device, allowing for heat transfer between the semiconducting thermoelectric 

legs and the hot or cold junctions. Meanwhile, the metallic parts are used to provide an 

electrical connection between each of the thermoelectric legs. Two types of semiconductor 

are used in the device, n-type and p-type, and they should show comparable performance 

over a given temperature range. In p-type semiconductors, electrical conduction is 

dominated by the movement of electron holes (positive charge carriers), for n-type 

semiconductors, this is dominated by the movement of electrons (negative charge carriers). 

 

Figure 1-3 – Schematic diagram of the geometry of a thermoelectric module. (a) – Power 

generation mode; (b) – refrigeration mode. Light Grey – electrically insulating substrate, 

Orange – electrical contacts, green – n-type leg, pink – p-type leg. 

 

Figure 1-4 – Schematic diagram of the arrangement of electrodes and thermoelectric 

elements in a thermoelectric module. Light Grey – electrically insulating substrate, 

Orange – electrical contacts, green – n-type leg, pink – p-type leg. 

When a temperature difference is applied to a TEG module, the dominant charge carriers 

will diffuse towards the cold junction. Thus, the direction of the electrical current will 

either travel towards the hot junction in p-type semiconductors and towards the cold 
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junction in n-type semiconductors (Figure 1-3). This phenomenon was discovered by John 

Seebeck.17 In a thermoelectric module, many thermoelectric elements are used.18 The 

arrangement of these thermoelectric legs within a conventional TEG has a specific 

geometry in order to exploit the Seebeck or Peltier effects. The p- and n-type legs are 

connected electrically in series and thermally in parallel. Figure 1-4  shows a schematic 

diagram of the construction of a conventional thermoelectric module. Alternative TEG 

module geometries can also allow for power generation or Peltier cooling.18  

1.1.2. Current and Possible Applications 

Thermoelectric (TE) modules do not require maintenance because they are solid-state 

devices with no moving parts. If a thermoelectric module is supplied with a constant heat 

flux (assuming the materials constituting the module are stable), it will provide a 

continuous power output. This is a clear advantage for this technology compared to wind 

or solar technologies, for which, power generation is intermittent. However, it is essential 

that the TE materials within the device have good thermal stability and longevity.  

State-of-the art/commercial TE modules, usually consisting of: PbTe, Te/Sb/Ge/Ag or 

Bi2Te3,
16,19,20 have extraordinarily long life-times over which they can maintain a high 

thermoelectric performance and power output. This set of attractive properties makes them 

ideal for providing electrical energy in niche applications. They have seen considerable use 

in long term experiments in remote locations where maintenance is not possible. NASA 

have used radioisotope thermoelectric generators to power several of their space 

probes.21,22 The Voyager 1 and 2 space probes have been travelling for ca. 40 years to 

explore the outer reaches of our solar system. There has been a significant research effort 

into recovering the waste heat from exhaust gasses of automotive vehicles.23,24 In other 

areas, considerable work is underway to design TEGs that can harvest the energy from the 

human body, sometimes through the use of thin film devices.25 They may also be utilised 

for harvesting energy from the sun, TEG devices may be used in specially designed solar-

TEG devices or in conjunction with conventional solar harvesting techniques 

(Photovoltaics).26,27 

The Peltier effect is related to the Seebeck effect and allows the function of a 

thermoelectric module to be inverted. If an electrical current is introduced across the TEG, 

a thermal gradient will be created. One face of the module will cool whilst the other will 

heat up, this can be utilised as a cooling device (Figure 1-3(b)). Thermoelectric devices 

have seen considerable use for refrigeration applications and are used regularly in scientific 
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equipment.18,28,29 They generally find use as cooling devices in niche applications where 

cost is not a great issue and long-term reliability is desired. 

1.1.3. Thermoelectric Efficiency and Figure of Merit 

Of course, the effectiveness of these devices is dependent on their ability to convert 

thermal energy into electrical energy. The performance of individual materials is 

determined by their thermoelectric figure of merit, 𝑍𝑇.30 The dimensionless figure of merit 

can be determined from  the electrical and thermal transport properties of a material:  

𝑍𝑇 =
𝑆2𝑇

𝜌(𝜅𝐿+𝜅𝑒)
=

𝑆2𝜎𝑇

(𝜅𝐿+𝜅𝑒)
     (1-2) 

Here, S, is the Seebeck coefficient, ρ, is the electrical resistivity (the inverse of electrical 

conductivity, σ), κL and κe are the lattice thermal conductivity and the electrical 

contribution to the thermal conductivity, respectively. The term S2σ= S2/ρ is used to denote 

the power factor of a material. The difficulty in finding high-performance materials 

becomes apparent when the interplay between these transport properties is considered 

(Figure 1-5).  

 

Figure 1-5 – Schematic representation of carrier concentration dependence of the: (a) – 

electrical transport properties, (b) – thermal transport properties.31 

The charge carrier concentration of the material has an influence on each of the physical 

properties S, ρ and κe. Figure 1-5 shows a schematic representation of the effect of the 
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charge carrier concentration on each of these properties, including the power factor. 

Fundamentally, σ and κe both have a direct relationship to the carrier concentration whilst S 

has an inverse relationship. Ideally materials with a high power factor and low thermal 

conductivity are key to achieving high thermoelectric performance. Optimum TE 

performance is usually expected between a charge carrier concentration of n= 1019
 – 1020 

cm-3 as the power factor peaks in this range whilst thermal conductivity is relatively low.32   

The efficiency of a thermoelectric device, η, is dependent upon the temperature at the hot 

side, Th, and the temperature at the cold side of the thermoelectric module, Tc. More 

importantly, the thermal and electronic transport properties of the two semiconducting 

materials used in the device (given by their average figures of merit, ZTaverage) critically 

influence the device’s performance.33 The efficiency of the device can be estimated by the 

equation: 

𝜂 =
𝑇ℎ−𝑇𝑐

𝑇ℎ
[

√1+𝑍𝑇𝑎𝑣𝑒𝑟𝑎𝑔𝑒−1

√1+𝑍𝑇𝑎𝑣𝑒𝑟𝑎𝑔𝑒+
𝑇𝑐
𝑇ℎ

]      (1-3) 

Here an increase in the ZTaverage leads to improvements in conversion efficiency, η, of the 

module (Figure 1-6).34A ZTaverage= 1 would allow for a device efficiency of η =10% at a 

ΔT= 300 K and the cold side at room temperature provided there are no contact resistances. 

Efficiencies of η =6.5% and 16.5% would be observed for a system with ZTaverage= 0.5 and 

2 repectively.16 Therefore, it is imperative that high performance thermoelectric materials 

are developed, if thermoelectric device’s are to be realised as a useful technology for 

harvesting waste-heat. 

 

Figure 1-6 – Efficiency of a thermoelectric module as a function of temperature difference 

and for different ZT values, calculated for a cold side temperature of 300 K. 
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1.1.4. Seebeck Coefficient, S 

The Seebeck coefficient is the physical property that quantifies the electrical voltage, V, 

that is produced when the material is under a thermal gradient, ΔT. This electromotive 

force is largely influenced by the charge carriers as well as the magnetic structure and the 

interactions between phonons and carriers.35 This property is defined by the equation: 

𝑆 =
𝛥𝑉

𝛥𝑇
      (1-4) 

Thus the units are usually given in μV K-1. The sign of the Seebeck coefficient may be 

positive or negative and is determined by the dominant charge carrier of the material. This 

quantity can be used experimentally to determine whether a material is n-type, where S is 

negative, or p-type, where S is positive. An approximation of the Seebeck coefficient in 

metallic solids or degenerate semiconductors can be given by the equation36: 

𝑆 =
8𝜋2𝑘𝑏

2

3𝑒ℎ2
𝑚∗𝑇(

𝜋

3𝑛
)2/3    (1-5) 

Here, kb, is the Boltzmann constant, h, is Planck’s constant and, e, is the electrical charge. 

This reveals that the value of the Seebeck coefficient is influenced by the number of charge 

carriers, n, as well as the effective mass of the charge carriers, m*, of the material. The 

effective mass of the electron or electron hole is largely influenced by the electronic 

structure of the material. Efforts to increase the Seebeck coefficient must therefore aim to 

increase the effective mass of the charge carriers or decrease the total number of charge 

carriers in the material.37 Generally medium-band gap semiconductors are desired because 

they tend to have a large carrier effective mass, 𝑚∗, which is conducive to a large Seebeck 

coefficient.  

1.1.5. Electrical Resistivity, ρ 

The electrical resistivity quantifies a materials ability to transport an electrical current and 

this is determined by equation 1-6. This equation shows that ρ is influenced by both the 

charge carrier concentration, n, and the carrier mobility, 𝜇:  

1

𝜌
= 𝜎 = 𝑛𝑒𝜇     (1-6) 

The charge of an electron, e, is constant (e = 1.602×10-19 C). Approaches to decreasing the 

electrical resistivity should aim to increase the total charge carrier concentration and 

decrease the carrier mobility. The electronic structure of the material has a significant 

influence on the mobility of the carriers, for electrons and holes, as well as the number of 

charge carriers.   
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Clearly, having an understanding of the electronic structure of thermoelectric materials is a 

key to elucidating their inherent electronic transport properties. Thus, a rudimentary 

outline of the electronic structure of materials will be provided in section 1.2. 

1.1.5.1. Ionic Conductivity 

In some materials, such as mixed ion-electron conductors or superionic conductors, the 

conductivity of ions in the structure can contribute to the total measured electrical 

resistivity.38 In these instances the charge of the carrier, e, can also be present as a variable, 

Ze, when there is a significant degree of ionic conduction within a material.39 In these 

classes of material the activation energy of transporting ions should be comparable to or 

lower than the activation energy of promoting electrons across the band gap. The presence 

of vacant or interstitial sites in the structure facilitates a low activation energy as they can 

provide ionic conduction pathways.40  

1.1.6. Thermal Conductivity, κt  

The thermal conductivity of a material describes its ability to transport heat and is 

determined experimentally as the total thermal conductivity. There are different modes of 

thermal transport that contribute to the total thermal conductivity. Thus, it can be 

represented as a sum of the electronic contribution, κe, and the lattice contribution, κL: 

𝜅𝑡 = 𝜅𝐿 + 𝜅𝑒     (1-7) 

It is useful to decouple these two parts of the thermal conductivity to understand the 

approaches that might be useful in improving the thermal behaviour of a material. The 

electronic contribution originates from the ability of the charge carriers to transport heat 

and is quantified by the Wiedemann-Franz law.41 This law states that, for metals, the 

electrical conductivity and the electrical component of the thermal conductivity, κe, are 

directly linked and related to one another by: 

𝜎 =
𝜅𝑒

𝐿𝑇
     (1-8) 

𝜅𝑒 = 𝑛𝑒𝜇𝐿𝑇     (1-9) 

Here, L, is the Lorenz number (L = 2.44×10-8 W Ω K-1 ). Therefore, the approaches 

towards maintaining a low electrical contribution to the thermal conductivity are in direct 

conflict to those for decreasing the electrical resistivity.  

The lattice contribution to the thermal conductivity, κL, is primarily influenced instead by 

the lattice vibrations (phonons) and phonon-phonon interactions. This can be written in 
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terms of the phonon mean free path, Λ, specific heat capacity, Cp and the velocity of sound 

in the solid, ν: 

𝜅𝐿 =
1

3
𝐶𝑝𝜈𝛬     (1-10) 

The mean free path of the phonons is influenced by the crystal structure and grain structure 

of the material,42 and the velocity of sound is influenced by the phonon band structure of 

the material.43 Approaches to decreasing the lattice thermal conductivity aim to minimise 

the phonon mean free path through the scattering of phonons. This can be highly effective 

in increasing the figure of merit and will be discussed further in section 1.2.4. 

The phonon band structure of a material is directly linked to its crystal structure. Phonons 

are modes of vibrational waves within condensed matter that transmit thermal energy 

across the crystal, independent of electrons. The ability of a material to transport heat 

through these phonon modes is determined by the phonon-phonon interactions within the 

material. The Keyes expression (Equation 1-11) can be used to estimate the lattice thermal 

conductivity for materials when T is higher than the Debye temperature and links the 

thermal conductivity to the atomic mass, density and thermal vibration of atoms.44 Phonon-

phonon scattering is more likely to occur when the atomic mass of atoms, A, is large or 

when the density, ρ, is low. The amplitude of interatomic thermal vibration, ε, also has a 

marked influence on the lattice thermal conductivity and has an indirect relationship:  

𝜅𝐿𝑇 =
𝑅3/2

3𝛾2𝜀3𝑁0
1/3

𝑇𝑚
3/2𝜌2/3

𝐴7/6
   (1-11) 

Here, Tm, is the melting point, R, is the gas constant, γ, is the Grüneisen parameter, which 

is material dependent and considers the lattice parameters, and N0 is Avogadro’s number. 

However other complex structural features can indeed contribute to the scattering of 

phonons within the lattice. For example, defects within the structure, in the form of 

vacancies or guest atoms, may provide local disorder in the effective mass, structure and 

interatomic forces.45 Classical approaches in thermoelectric material research have used 

solid solutions to scatter acoustic phonons which are the primary transporters of thermal 

energy.46 

1.2. Electronic Structure of Crystalline Solids 

The electronic and atomic structure of materials are inextricably linked and the crystal 

structure of a material must be known in order to determine its electronic structure. The 

models examining the band theory of solids and density of states are simplified 
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representations of the electronic structure of a material that are reliable enough to outline 

the physical properties of materials. As this thesis is concerned with the physical properties 

of materials it is important to investigate these models in order to understand the 

approaches that are implemented in improving electrical behaviour of TE materials. 

1.2.1.  Electronic Bands and Density of States (DOS) 

The theory of the linear combinations of atomic orbitals, LCAO, provides a model for 

interpreting the bonding and anti-bonding orbitals within discrete molecules and this 

theory can be expanded to account for the energy bands in extended solids (Figure 1-7).47  

An infinite three dimensional lattice will have an infinite number of molecular orbitals, for 

a specific set of interacting orbitals and their energies will fall within a defined energy 

range, giving rise to an electronic band (Figure 1-7(d)).48 

 

Figure 1-7 – Schematic diagram showing hypothetical energy levels/bands for undefined 

electron orbitals for: (a) an atom (b) a diatomic molecule (c) a large molecule (d) energy 

bands for a solid (e) density of states for a solid. 

The density-of-states reveals the relative number of energy states or molecular orbitals that 

are available over a small energy range (E+δe)(Figure 1-7(e)) and the Fermi energy, 𝐸𝐹, of 

the system is the highest occupied energy level at 0 K. The eventual electron filling and 

energy separation between the bands in the DOS provides some insight to the electrical 

characteristics of the material.49  

For metallic solids, the Fermi-level occupies the centre of an electronic band, thus the 

valence band is partially filled (Figure 1-8 (a)). The valence electrons are described as fully 

delocalised over the entire crystal and no activation energy is required to promote the 

electrons into the conduction band. In metals, the electrical conductivity decreases as 

temperature increases due to the increased rate of phonon-electron interactions that 
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decrease the electron mobility in the material. In semiconductors and insulators, the band 

gap, Eg, is an energy separation between the valence and conduction bands (Figure 1-8 

(b,c)). For electrical conduction to occur in these solids the electrons must be promoted 

into the conduction band by thermal or optical excitation. Increasing the temperature of a 

semiconductor increases the number of electrons that can contribute to electrical 

conduction, thus the electrical conductivity increases with increasing temperature. 

The same temperature dependence is observed for insulators which tend to have a bandgap 

that is very large and usually several orders of magnitude larger than 2kbT, where 2kbT298 K 

= 0.05 eV. An approximation of the energy bands and in turn the band gap can be  

estimated for solid-state materials using the extended Hückel method or DFT 

calculations.49,50 

 

Figure 1-8 – Schematic diagram of the valence and conduction bands for: (a) a metal; (b) 

an insulator; (c) an intrinsic semiconductor; (d) and (e) doped n and p-type 

semiconductors. 

1.2.2. Semiconductors  

Semiconductors can be n-type or p-type, as discussed briefly in section 1.1.3. For intrinsic 

semiconductors, the Fermi energy occupies the centre of the band-gap and an equal 

number of electrons and holes are present at T >>0 K. Extrinsic semiconductors are doped 

with a low concentration of impurity atoms that may introduce donor or acceptor levels 

into the band gap encouraging p-type or n-type conduction, respectively ( Figure 1-9(e)), 

or provide a reliable method of tuning the Fermi level which can also encourage n- or p-

type conduction (Figure 1-9(b)). This can have a profound influence on the rate of 

recombination of electrons and holes.51 Solid-state materials in their natural intrinsic state 

will exhibit either n- or p-type conduction. The characteristics of the DOS of the valence 
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and conduction bands has a significant influence on the conduction type a material 

exhibits. A larger density of states in the valence band will result in the formation or more 

electrons than electron holes and lead to n-type conduction. 

 

Figure 1-9 – Schematic diagram showing electron distribution (blue) in the valence and 

conduction bands for: (a) - an intrinsic semiconductor; (b) – a semiconductor doped to 

tune the Fermi energy and encourage n-type conduction; (c) – an n-type semiconductor 

that has not been doped and (d) n-type semiconductor with acceptor levels in the band gap. 

1.2.3. Design Strategies to Improve the Power Factor 

With these principles outlined, the available strategies for designing thermoelectric 

materials with excellent electrical and thermal properties can be considered. The following 

section investigates the design strategies and gives examples where they have been 

implemented.  

Optimisation of the charge carrier concentration is often approached by deviating from the 

ideal stoichiometry.52 When modifying the charge carrier concentrations of the material, an 

increase in only the dominant charge carriers should be sought. Introduction of the carriers 

of opposite charge is detrimental to the Seebeck coefficient as the rate of electron-hole 

recombination increases greatly.53 This is because the Seebeck coefficient depends upon 

the individual Seebeck coefficients of both the electrons, Sn, and holes, Sp, through the 

relationship: 

𝑆 =
𝜎𝑝𝑆𝑝−|𝜎𝑛𝑆𝑛|

𝜎𝑝+𝜎𝑛
    (1-12) 

Tin-for-antimony substitution in half-Heusler compounds, Ti0.3Zr0.35Hf0.35CoSb1-xSnx, 

provides a reliable method to increase the charge carrier (hole) concentration. This p-type 

thermoelectric is doped with a lower-valent anion which allows for incremental increases 

in the electrical conductivity with increasing x.54 Conversely, doping the cation site of n-
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type half-Heusler, Ti1-xMnxNiSn, with a higher-valent cation does not demonstrate such a 

direct correlation.55 Thus doping the material to impact the carrier concentration may not 

always be a straightforward process. In many instances however, cation doping has 

certainly proved to be an effective method for tuning the charge carrier concentration and 

in effect the Fermi-energy.56 

Techniques are available to manipulate the electronic structure of materials to allow for 

tuning of the electrical properties. Doping can also provide effective pathways for 

influencing the band structure of the material. Established techniques in thermoelectric 

research include band-flattening (as seen in lanthanum for lead doping in LaxPb1-xTe),57 

and introducing resonant levels. Indium-for-tin substitution in InxSn1-xTe should increase 

the number of dominant charge carriers in this p-type thermoelectric. The resulting 

increase in the Seebeck coefficient observed here is attributed to the introduction of these 

resonant states through indium doping.58 

It is also possible to tune the size of the band gap. It has been shown in clathrates with 

composition Ba8NixZnyGe46-x-y-zSnz that an increased nickel content is linked to a smaller 

band gap.59 However, techniques for optimising the size of the band gap are not utilised 

frequently in thermoelectric research as they are not always reliable.  

Band-convergence techniques can be more effectively implemented to influence the DOS 

effective mass and in turn the Seebeck coefficient.60,61 Furthermore, implementing band 

convergence techniques in solid solutions may in some cases influence the size of the band 

gap.62 

Band-structure engineering has proved to be a very effective method to enhancing the 

electrical transport properties. The Seebeck coefficient can be expressed as a function of 

the density of states by the Mott-relationship63: 

𝑆 =
𝜋2

3
(

𝑘𝑏
2𝑇

𝑒
) (

𝑑𝑙𝑛𝜎(𝐸)

𝑑(𝐸)
)

𝐸=𝐸𝑓

      (1-13) 

Here, kb, is the Boltzmann constant, e is the charge of an electron and, 𝜎(E), is the 

electrical conductivity as a function of energy. The expression dlnσ(E)/d(E) defines the 

slope in the density of states and large absolute Seebeck coefficients are expected when the   

dlnσ(E)/d(E) is large at the Fermi level, E=Ef. Figure 1-10 provides a schematic diagram of 

the valence and conduction bands for two materials which might have a high and lower 

Seebeck coefficient.  

Importantly, the dimensionality of a material has a remarkable influence on the electronic 

transport properties of a material. The influence of lower dimensionality on the DOS has 
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been understood for many years.65 Much sharper features in the DOS are expected with 

each decreasing degree of dimensionality as displayed in Figure 1-11. Thus, larger Seebeck 

coefficients should occur in low-dimensional solids. 

 

Figure 1-10 – Schematic diagram of hypothetical density of states with: (a) a large value 

of dlnσ(E)/d(E); (b) a smaller value of dlnσ(E)/d(E). 

 

Figure 1-11 – The density of states for materials with different degrees of dimensionality. 

(a) 3-dimensional bulk semiconductor (b) 2-dimensional quantum well structure; (c) 1-

dimensional nanowire or nanotube; (d) 0-dimensional quantum dot.64 

In practice, implementing these design strategies into thermoelectric materials has proven 

an extremely effective method for enhancing thermoelectric performance of some 

materials.64 The early experimental work by Dresselhaus et al. indicated that these 

theorised density of states may indeed be observed for low dimensional structures as the 

thermoelectric performance is seen to improve.66,67 These discoveries have driven a huge 

amount of research into nanostructured thermoelectrics.68–70 However, the effects of these 
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multi-quantum well structures may drive marked improvements in ZT owing to better 

thermal behaviour rather than the expected influence on the DOS.67 

1.2.4. Design Strategies to Reduce Thermal Conductivity 

In the design of novel thermoelectrics or the enhancement of known ones, a consideration 

of the structural behaviour is critical. Recent advancements in this field reveal the 

importance not only of the atomic-scale structure but also the nano- and macro-scale 

structure of thermoelectric materials. There are a number of approaches towards finding 

materials with more desirable thermal conductivities.  Whilst the principal aim of each 

technique is similar -to increase the phonon scattering within a material- the length scales 

at which these are effective differs enormously (Figure 1-12).  

The phonon-liquid electron crystal and phonon-glass electron crystal (PGEC) approaches 

are quite different, but both utilise interesting crystal chemistry to effectively scatter 

phonons. PLEC materials are described as having a liquid-like sub-lattice. The high ionic 

conductivity of cationic species within the structure allows for effective scattering of 

transverse phonons, such that their contribution to the lattice thermal conductivity is almost 

completely supressed.71 The result is the observation of lattice thermal conductivities that 

are comparable to liquids.71 PGEC materials are rather different and contain atoms that 

have large or anisotropic vibrations for some weakly bound atoms within the structure. The 

rattling vibrational modes of these atoms are effective in scattering phonons and allow for 

lattice thermal conductivities that are comparable to amorphous materials/glasses.72 

 

Figure 1-12 – schematic diagrams of the features that can scatter phonons at different 

length scales: (a) atomic scale- vacancies and defects (orange/purple atoms); (b) 

nanoscale – nanoinclusions, shown by circles and (c) microscale – grain-structure. 

Nano-structuring within bulk thermoelectrics can be implemented through the exploitation 

of phase segregation phenomena creating nano-scale inclusions of chemically and 

structurally related phases (Figure 1-12(b)).70 These can provide increased phonon 
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scattering without negatively impacting the electrical properties. Other methods of nano-

structuring include nano-scale compositing. Additional and structurally unrelated phases of 

nano-scale materials are processed into the bulk material providing a solid-state mixture of 

phases, these processes have proved to be an effective method of reducing lattice thermal 

conductivities.73,74 Micro-scale structuring can be implemented through the engineering of 

grain-boundary effects and increasing the scattering of phonons at grain interface 

boundaries through encouraging the formation of nanoprecipitates or dislocation arrays 

(Figure 1-12(c)).75,76 Many techniques are available to implement the improvements in 

thermoelectric materials and an overview of some of these classes of material will be 

reviewed in the following section. 

1.3. High Performance Bulk Thermoelectrics 

There are many comprehensive reviews on the progress and performance of thermoelectric 

materials which investigate many of the key topics relating to TE materials.33,37,68,77–79 

Some of these resources provide an overview and comparison of the many classes of 

thermoelectric materials, often in graphical representations similar to the one presented in 

Figure 1-13.33,37,68,77–79 These provide an insight into the performance of select materials 

and the temperature range over which they might be applicable. In the following sections, 

the maximum in the thermoelectric figure of merit (ZT max) is given rather than the ZT 

over the entire temperature range.

 

Figure 1-13 – A summary of high performance TE materials. Thermoelectric figure of 

merit as a function of temperature for (a) p and (b) n-type bulk thermoelectric materials 

which are known to have excellent performance. Reproduced from 77. Reprinted with 

permission from RSC Publishing. 
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The most prominent of these materials are certainly the lead tellurides for medium-

temperature applications, bismuth telluride for low-temperature applications and silicon-

germanium alloys for high-temperature applications.77 All of these have been known to the 

thermoelectric community for many years. Over the past 15-20 years, many materials have 

been categorised as high-performance thermoelectrics including: half-Heuslers (ABX), 

Zintl phases, clathrates, skutterudites, BiCuOSe, SnSe and Cu2Se (Figure 1-13).33 

However, for a thermoelectric material to be truly viable in commercial and industrial 

applications the material must be mechanically, thermally and chemically stable, have a 

high availability of the constituent elements and have a scalable synthesis process all 

whilst showing a high ZT over a desired temperature range. This set of criteria is not 

collectively satisfied by any single thermoelectric material. 

1.4. Copper-Chalcogenide Thermoelectrics 

The motivation behind the research in this thesis is largely influenced by the limitations 

resulting from the low-availability of raw materials for many state-of-the-art or 

commercially available bulk-thermoelectric materials, such as PbTe and Bi2Te3. They have 

not seen widespread application due to the scarcity and cost of tellurium. It is difficult to 

manufacture tellurium in large quantities as it is a by-product of ore refinement and its 

resources are finite, putting it at risk of depletion.80 The prices of raw tellurium and 

selenium, 100 and 45 $ kg-1, respectively, are considerably higher than the cost of sulphur, 

0.1 $ kg-1, whilst the cost of many different metallic compounds used in TEs are 

comparable to one another.81  

The ideal thermoelectric should not only show excellent performance and long term-

stability, but also have an elemental composition that allows it to be commercially viable. 

Figure 1-14 shows the abundance of each of the naturally occurring elements, clearly the 

scarcity of tellurium is comparable to gold and platinum. This situation has encouraged a 

search for thermoelectric materials that comprise of materials with a high abundance in the 

earth’s crust.83 Currently there are no established thermoelectric materials that meet all of 

the aforementioned criteria but more pressingly, few perform maximally over the desired 

temperature range for waste heat recovery, T = 295 - 595 K.13,77 This temperature range 

accounts for ca. 90% of the gaseous waste heat energy that could viably be recovered from 

sources such as gaseous exhaust streams or water pipes.13 
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1.4.1. Binary Copper Chalcogenides, Cu2-δQ (Q = S, Se and Te) 

In recent years, research into binary copper-chalcogenide thermoelectrics, Cu2S and Cu2Se, 

has gained traction owing to their excellent thermoelectric figure of merit. This has 

occurred notwithstanding the drawbacks of these materials, which have been known for 

many years.84 The exceptional thermoelectric performance of Cu2-δSe in the β-phase and at 

high temperatures was reported by Liu et al. and Yu et al.,85,86 who reported ZT = 1.5 and 

1.6 at 1000 K and 700 K, respectively. The performance of copper-deficient sulphide 

analogues, Cu2-δS, showed comparable figures of merit, ZT = 1.6 at 1000 K. This new-

found interest evolved as they posed the possibility of achieving low-cost low-toxicity 

thermoelectric materials.71 

 

Figure 1-14 – Graphic representation for the value of the abundance in the earths crust 

for all naturally occurring elements, denoted by a point and labelled by their elemental 

symbol. This is plotted as a function of the atomic number, Z.82 

Both materials show several structural phases. The   and β-phases are found over the 300 

– 1000 K temperature range with a phase transition at ca. 700 K in Cu2S and 400 K in 

Cu2Se.87,88 The high-temperature phase of each material can be described by the anti-

fluorite type structure and space group Fm3̅m with two crystallographic sites within each 

of the tetrahedral holes in the rigid FCC sulphur/selenium sub-lattice (Figure 1-15(b)). The 

first site is centred on the S4 tetrahedral hole and the second is displaced from the centre 

along the body diagonal of the unit cell.85,89 The copper cations within this structure are 

highly mobile and display a liquid-like behaviour allowing for excellent thermal and 

electrical behaviour.71,85 The behaviour of the copper cations in the high-temperature phase 

has led to the copper atoms being modelled, in some instances, as a highly disordered state 

across the interstitial sites. In the low-temperature β-phase of Cu2-δSe, the structure can be 
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described in hexagonal space group, R3̅m. It maintains the FCC sulphur sub lattice and the 

cations are ordered into copper-rich and copper-poor layers in the z-direction of the 

hexagonal unit cell (Figure 1-15(a)).89 

These materials have been termed PLECs. The characteristic structural properties of the 

material that allows for the exceptional thermoelectric properties are also responsible for 

its short life-times. Copper migration across thermoelectric elements leads to sample 

degradation.84,90 This and the low thermal conductivity are linked to the liquid-like sub-

lattice behaviour. The nature of this sub-lattice allows for effective scattering of transverse 

phonons, essentially supressing these phonon-modes, resulting in exceptionally low 

thermal conductivities that are below the glass limit.71,85,91 More recently the 

anharmonicity in bonding and the local-site disorder in the crystal structure has also been 

linked to this low thermal conductivity.92  

 

Figure 1-15 – Perspective view of the crystal structure of: (a) the low temperature β-phase 

of chalcocite -grey dotted lines highlighting relation to the anti-fluorite structure; (b) high 

temperature -phase of chalcocite. Blue – copper sites (Red – Copper in Cu-poor layers) 

and Yellow – Selenium sites. 

1.4.2. Zinc-Blende Type Chalcogenides 

The binary chalcogenides above have copper cations occupying each of the tetrahedral 

holes within the structure and require a composition of close to M2Q (Q = S, Se). However, 

there are also high-performance copper containing chalcogenide thermoelectrics with a 

composition of MQ, where M is a combination of metallic cations that give an average 

oxidation state of M(II) to counter balance the Q2- anion. These are the chalcogenides with 

the zinc-blende structure which do not suffer from the detrimental damage caused by 

copper-ion migration. The structure is described by an FCC sulphur sublattice with half of 

the tetrahedral holes filled by cations.  
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For this structure type to form, valences of the M and Q atoms must be balanced to give 

average oxidation states of M2+ and S/Se2-. In copper containing minerals, copper is 

primarily found in the Cu(I) state, thus, structure types for ternary compounds containing 

copper should have compositions of Cu(I)-M(III)-S/Se2, Cu(I)2-M(IV)- S/Se3, Cu(I)3-

M(V)- S/Se4.
60 Quaternary Cu-based thermoelectric materials generally have composition 

Cu(I)2-M
’(II)- M”(IV)- S/Se4, as discussed in section 1.4.2.3, although different 

compositions may certainly be feasible. 

The existence of compositionally similar thermoelectric materials allows for solid-solution 

mixtures to be investigated. In addition, the existence of similar unit-cell parameters may 

allow for complex nano-structuring of ternary and quaternary compounds to further 

enhance thermoelectric properties. 

1.4.2.1. Ternary Copper Chalcogenide, Chalcopyrite, CuFeS2 

Chalcopyrite has garnered attention among the thermoelectric community owing to its 

excellent electrical transport properties and its inherent n-type conduction which is 

uncommon.93 However, the ZT for chalcopyrite samples after optimisation is generally 

close to a maximum ZT ≈ 0.2 at T = 600 - 700 K.94–102 Notably, substitution of cobalt for 

copper, Cu1-xCoxFeS2, has been shown to have an influence on the electrical and thermal 

transport properties of chalcopyrite. ZT values of the order of 0.22 have been demonstrated 

at temperatures of 675 K in Cu0.96Co0.04FeS4.
102 Solid-solution behaviour in samples with 

anion-site substitution with selenium, CuFeS2-xSex, can lead to improvements in the power 

factor and in turn the ZT.97 Similarly, substituting iron for copper can lead to significant 

improvements in thermoelectric performance and results in the highest performing 

chalcopyrite samples with ZT = 0.33 at T = 700 K in Cu0.97Fe1.03S2 and Cu0.95Fe1.05S2.
99 For 

all samples presented within the literature, ZT max values fall within the range ZT = 0.02 - 

0.35.94–102 Despite numerous attempts to maximise the thermoelectric performance of this 

material, its performance is rather modest owing to a relatively high thermal conductivity. 

A recent first-principles study suggests a ZT = 0.6 at medium temperatures of ca. 500 K, 

and ZT = 0.8 at high temperatures of T = 700 K, could be attained if the lattice thermal 

conductivity is reduced.103 

TG-DTA data presented by Tsujii et al. reveal a structural phase transition at Tt = 823 K 

followed by decomposition with increasing temperature and evidence of sulphur loss at T > 

700 K for SPS samples.104 The structural phase transition is an order-disorder transition 

from the tetragonal space group I4̅2d at low-temperatures into the cubic space group 
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Fm3̅m at 823 K.105,106 In the low-temperature phase the structure can be described as an 

a×a×2a super-cell of zinc-blende type sub cells, here the copper and iron cations are 

ordered over 4a and 4b sites, respectively (Figure 1-16). Meanwhile the high-temperature 

structure can be described by a zinc-blende cubic a×a×a unit cell with space group F4̅3m. 

Here, the copper and iron cations are disordered over the 4c site. This transition has a large 

hysteresis and cubic structure type will remain upon cooling chalcopyrite to ambient 

temperatures.106 

 

Figure 1-16 – Perspective view of vertex-sharing tetrahedra, MS4, in (a) Low-temperature 

tetragonal structure of chalcopyrite, CuFeS2, with space group I4̅2d. (b) High-temperature 

cubic structure F4̅3m. Yellow spheres- sulphur; Orange– iron tetrahedra; Blue– copper 

tetrahedra and Purple- Mixed Cu/Fe tetrahedra. 

1.4.2.2. Other Ternary Copper Chalcogenides 

 Many of the materials categorised as ternary copper chalcogenides are structurally similar 

to the chalcopyrite phase and have the a×a×2a superstructure, or another pseudo-cubic 

superstructure of the zinc-blende structure type. There is a myriad of chemical 

compositions allowed in this family of materials, such as CuInQ2; CuGaQ2; Cu2SnS3; 

Cu3SbS4 ; Cu3VS4 and Cu3AsS4; and thus, a range of cation ordering modes across the 

zinc-blende structure type.107 The thermoelectric performance of these ternary 

chalcogenides shows a huge variation, a selected few are presented below. 

The variations in structure type and cation ordering can be observed by comparing the 

crystal structure of the mohite, Cu2SnS3, and kuramite, Cu3SbS4, phases (Figure 1-17). The 
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structure of mohite, Cu2SnS3, is characterised by a monoclinic unit cell, space group Cc, 

which allows for a description of the cation ordering within the zinc-blende type 

structure.108 In this structure, the tin-sulphur tetrahedra, SnS4, are connected at their 

vertices creating an interconnected tetrahedral SnS4 framework. Copper cations occupy 

40% of the remaining tetrahedral sites. This structure type allows for high thermoelectric 

performance at high temperatures. Cobalt-for-tin substituted samples exhibit a ZT = 0.85 at 

725 K in Cu2Sn0.8Co0.2S3. Indium doped samples of the sulphide, Cu2Sn0.9In0.1S3, and 

selenide, Cu2Sn0.9In0.1Se3, exhibit ZT max  =0.56 and 1.14, respectively.108–110  

The thermoelectric mineral-type phase kuramite, Cu3SbS4 in space group I4̅2m, has 

antimony cations ordered over the layers at z = 0.375 and z = 0.875. This mode of cation 

ordering also allows for good  thermoelectric performance within germanium-doped 

Cu3SbS4- Cu3SbSe4 solid solutions, for example ZT = 0.9 at 650 K in 

Cu3Sb0.97Ge0.03Se2.8S1.2.
111 By contrast, the germanium doped selenium-free analogues of 

kuramite show relatively poorer thermoelectric performance, ZT max = 0.095 in 

Cu3Sb0.98Ge0.02S4.
112 High thermoelectric performance can be attained in selenium-free 

kuramite by utilising tin-for-antimony doping to introduce acceptor levels into the 

electronic structure, ZT max = 0.72 in Cu3Sb0.95Sn0.05S4.
113 

 

Figure 1-17 – Perspective views of vertex-sharing tetrahedra, MS4, in (a) Cu2SnS3 and (b) 

Cu3SbS4 phases showing the cation ordering in each of the structures within a typical 

tetragonal unit cell. Yellow spheres – sulphur; Blue – copper tetrahedra ; Grey – tin 

tetrahedra and Orange – antimony tetrahedra. 
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1.4.2.3. Quaternary Copper Chalcogenide Thermoelectrics 

The kesterite/stannite class of materials belong to the family of natural mineral phases with 

the structural formula, A2BCQ4, where A = Cu,Ag; B = Zn,Cd,Fe; C = Sn,Ge and Q = 

S,Se.114 These materials have been of interest to the energy materials community for their 

potential use both in thermoelectric and photovoltaic applications.115 Bag et al. 

demonstrated, in 2010, that Cu2ZnSnSe4-based solar cells are capable of achieving a 

conversion efficiency of 10%.116 Meanwhile Wang et al. achieved efficiency of 12.6% in 

2014,117 with comparable efficiencies being achieved by Yang et al. more recently.118 

Interest in these materials for medium-high temperature thermoelectric applications arose 

around the same time, also owing to their band gap of Eg = 0.9 – 1 eV.119 For the 

kesterites, this band gap is responsible for their large Seebeck coefficients, as well as the 

electron excitation from visible light. The high thermoelectric performance at high 

temperatures for Cu2ZnSnS4 (CZTS) and related phases has been known for some time. 

Shi et al. reported an outstanding thermoelectric figure of merit ZT = 0.95 at 850 K in 

2009 for indium-doped Cu2ZnSnSe4 (CZTSe),120 however later studies on the same solid 

solution suggest a more modest ZT = 0.45 at 773 K, as the material begins to decompose at 

higher temperatures.121 Many A2BCQ4 related phases show good thermoelectric 

performance at close to 750 K with ZT in the range of ZT max = 0.1 – 0.5.122–125 Most 

notably, the copper-doped Cu-Cd-Sn-Se system shows a ZT = 0.65 at 700 K in 

Cu2.10Cd0.90SnSe4,
123 and cold-pressed nano-structured solid solutions of the same system 

show a ZT max = 0.71 in Cu2.15Cd0.85SnSe3.9.
126 

The structure of the kesterite and stannite phases can be described in the space groups I4̅ 

and I4̅2m respectively with both being described by an a×a×2a super-cell of zinc-blende 

type sub-cells. These two structure types differ in their cation ordering across tetrahedral 

cation sites with both types showing order across the cation layers in the z-axis. Figure 

1-18(a) shows cation ordering in the stannite type structure, here the A cations order over 

the planes of z = 0.125 and z = 0.625 meanwhile B and C cations are ordered over the z = 

0.375 and z = 0.875 planes.127 The A cations are ordered over all layers in the kesterite 

structure (Figure 1-18(b)), whilst the B cations are ordered over planes z = 0.125 and z = 

0.625 and C cations over planes z = 0.375 and z = 0.875.128,129 Characterising these 

materials by X-ray diffraction poses difficulty due to the presence of elements with similar 

atomic numbers, thus there is some dispute in the literature as to whether certain 

compositions of  A2BCQ4 should be described by the kesterite or stannite structure types.  
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Figure 1-18– Perspective view of vertex sharing tetrahedra, MS4, for (a) The stannite 

structure type of Cu2FeSnSe4, Inorganic crystal structure database (ICSD) collection code: 

93409. Space group: I4̅2m. (b) - The kesterite structure type of Cu2ZnSnS4, ICSD 

collection code: 171983. Space group: I4̅. Blue tetrahedra – copper; Grey tetrahedra – 

tin; Orange tetrahedra – iron and Red tetrahedra - zinc; Yellow spheres- Sulphur. 

1.4.3. Cation-Rich Copper Zinc-Blende Phases 

There are a few known copper chalcogenides with an elemental composition that lies 

between M2Q and MQ and that have structures related to the anti-fluorite and zinc-blende 

structure types. That is, they maintain a regular FCC sulphur sub-lattice and the cations 

order within the tetrahedral holes of the structure. Some of these materials have already 

proved to be good thermoelectric materials and others could show potential as low cost 

thermoelectrics. The following section will describe a few of these compounds. 

1.4.3.1. Colusite  

Colusite is a rarely occurring Cu-S containing mineral with a metal to sulphur ratio of 

1.0625:1 and a structure type similar to that of zinc blende, but with additional vanadium 

cations ordered over the remaining tetrahedral sites (labelled Vi). Colusite is described by 

the general formula, Cu26-yV
i
2M6S32, where M = As, Ge, Sn, Sb, V.130 Its structure can be 

characterised on the basis of the cubic P4̅3m unit cell that is a 2a×2a×2a supercell of 

a×a×a sub-cells. Here the additional vanadium cations order within the interstices of the 

zinc-blende framework. The vanadium cations are positioned at (0,0,0) and (½, ½, ½) 

forming discrete VCu6 metallic clusters, that are not interconnected by edge-sharing 
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tetrahedra (Figure 1-19). In each direction, a, b and c, the cation layers are arranged into 

alternating vanadium containing, VM2Cu6, and vanadium-free layers, M2Cu7. 

Recently colusites have attracted much interest from the thermoelectric community.131 In 

2014 Suekuni et al. demonstrated that the material could show promising thermoelectric 

properties with a lattice thermal conductivity of ca. κL = 1 W m-1 K-1 at 300 K in 

Cu26V2Sn6S32.
132 This was shortly followed by high-temperature studies on M = Ge, 

Cu26V2Ge6S32, and M = Sn, Cu26V2Sn6S32, analogues of colusite. Both analogues showed 

good thermoelectric performance, ZT max = 0.8 and 0.6 at 700 K respectively, and 

excellent thermal conductivities of ca. κL = 0.6 W m-1 K-1.133 Excellent thermoelectric 

performance was eventually realised in the tantalum-tin analogues, Cu26Ta2Sn5.5S32, with 

ZT max = 1 at 700 K.134,135 The low thermal conductivity has been linked to the inherent 

cation site disorder over the additional ‘unoccupied’ tetrahedral sites. These disordered 

states, in the form of atom-scale defects, are effective at scattering phonons and this 

behaviour is more pronounced in sulphur-deficient samples.136 The excellent 

thermoelectric performance that is observed in colusites, compared to other Cu-S TEs, may 

be attributed to their particularly high power factors.137 Good thermoelectric performance 

has been observed for the colusites over a range of elemental compositions, with maximum 

figure of merit generally having a value of ZT max = 0.2 - 0.9 at 700 K.137–141 In 

comparison, the structurally related germanite type phase, Cu22Fe8Ge4S32; ZT max=0.17, 

shows relatively poor thermoelectric performance.142 

 

Figure 1-19 – (a) - Perspective view of the crystal structure of colusite, Cu26V2M6S32, with 

MS4 and VS4 represented as filled tetrahedra. (b) – View of the interstitial atoms as central 

atoms in metal centred VCu6 octahedra. Red Tetrahedra/octahedra – vanadium; Blue 

spheres – copper; Purple tetrahedra – M cation and Yellow spheres-  sulphur. 
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1.4.3.2. Talnakhite and Mooihoekite 

Within the scope of known thermoelectrics there are many fewer n-type TEs than p-type, 

this is also true for the tellurium-free copper chalcogenides. Chalcopyrite is one of few n-

type Cu-S TE materials but its performance is rather lacklustre in comparison to its p-type 

counterparts, many of which have shown high thermoelectric performance.133,143,144 

However, there is an opportunity to uncover alternative n-type thermoelectrics within the 

Cu-Fe-S system (Figure 1-20).145,146  

Talnakhite, Cu9Fe9S16 (M1.125S), and mooihoekite, Cu9Fe8S16 (M1.0625S), show similar 

structural characteristics and elemental composition to the chalcopyrite phase (Figure 

1-20). The additional cations within the zinc-blende structure type are ordered within the 

interstitial tetrahedral sites leading to more complex crystal structures than the chalcopyrite 

type.147–149
 Hall et al.  characterised the crystal structures of talnakhite and mooihoekite 

through single-crystal X-ray diffraction techniques. Despite insufficient contrast between 

these transition metals, the copper and iron ordering over cation sites was proposed.147,148 

Compositional analysis of the samples was determined by electron probe analysis as 

performed by Cabri et al.150
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Figure 1-20. – Ternary phase diagram for each of the phases of mineral types in the Cu-

Fe-S system which can be found within the ICSD.145,146 

The talnakhite sample with composition, Cu18Fe16S32, adopts a cubic 2a×2a×2a supercell, 

space group I4̅3m, composed of a×a×a sub-cells.147 There are 8 occupied crystallographic 
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interstices within the structure that otherwise shows a zinc-blende structure. Iron cations 

are positioned over 2 of the interstices at (0,0,0) and (½, ½, ½) forming an FeM6 metallic 

cluster, these sites are fully occupied. The remaining 6 occupied interstices, which are 

disordered with vacancies and copper cations (Vacancy:Cu of 0.95:0.05), form CuM6 

clusters. The interstitial cation sites edge share with six surrounding octahedra and form a 

3D framework of edge-sharing tetrahedral sites (Figure 1-21).107 The interconnectivity of 

the FeM6 and CuM6 metallic clusters can be described by the perovskite structure type 

where the voids are occupied by copper cations. 

 

Figure 1-21 – (a) - Perspective view of the structural model of the talnakhite, Cu9Fe8S16,
147 

showing the interconnected edge-sharing MS4 Tetrahedra. (b) – View of the vertex-sharing 

CuM6 and FeM6 octahedra in Cu9Fe8S16. Blue spheres– copper only sites; Pastel blue 

tetrahedra/ octahedra – mixed copper/vacancy sites; Orange tetrahedra/ octahedra – iron 

only sites and Purple tetrahedra – mixed Cu/Fe Sites. 

Mooihoekite, Cu9Fe9S16, has a structure related to talnakhite. As above the copper and iron 

ordering has been resolved from X-ray diffraction analysis. The tetragonal 2a×2a×1a 

supercell has pseudo-cubic ap×ap×ap zinc-blende sub-cells (cell parameter a/2 ≠ c, they 

differ in length slightly so ap is used in their place) and is described by the space group 

P4̅2m. Here a further increase in the number of cations leads to more regular ordering of 

cations within the structure.148 Iron cations occupy each of the interstitial sites at (0,0,0) 

and (½, ½, 0) forming metal centred octahedra of FeFe2Cu4 and FeCu2Fe4, respectively, 

thus creating an infinite chain of interconnected metal cations in the z-direction. This is in 

contrast to the talnakhite structure, here each of the FeM6 clusters are not interconnected 
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through edge-sharing MS4 tetrahedra and corner sharing of the FeM6 octahedra occurs only 

along the z-direction.107 

Tsujii et al. reported the low-temperature thermoelectric performance of a sample with 

composition Cu9Fe9S16 and suggested a poor thermoelectric performance at room 

temperature, ZT = 0.06.151 Recent research within the group at the University of Reading 

has revealed interesting physical property behaviour in materials with the talnakhite 

structure type. Most notably, Athar et al.152 demonstrated that materials with the talnakhite 

type structure can exhibit a minimum in the lattice thermal conductivity of  ca. κ = 0.85 W 

m-1 K-1 at 500 K that coincides with a maximum in the power factor of ca. S2σ = 0.40 μW 

K-2 at 475 K. This observation reveals a lattice thermal conductivity that is substantially 

lower than that of the CuFeS2 mineral, chalcopyrite. Here thermoelectric performance was 

shown to peak at 475 K and ZT = 0.17, a much lower temperature than the ZT max 

temperature observed in chalcopyrite. Even lower thermal conductivities, κ = 0.6 Wm-1 K-1 

at 675 K for Cu17.6Fe17.6S32, have more recently been reported by Tsujii et al. for samples 

with the talnakhite structure.153 These recent revelations make talnakhite an attractive 

candidate for medium-temperature applications if the thermoelectric properties can be 

optimised.  

 

Figure 1-22 – (a) Perspective view of the structural model of mooihoekite, Cu9Fe9S16,
148 

the filled MS4 tetrahedra are edge-sharing. (b) – View of the vertex-sharing FeM6 

octahedra in Cu9Fe9S16. Blue tetrahedra/ spheres– copper only sites; Orange tetrahedra/ 

octahedra/ spheres – iron only sites and Yellow spheres - sulphur.  
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Additionally, DSC experiments performed on the samples presented above reveal the 

presence of a structural phase transition at ca. 510 K, and some weak evidence of an earlier 

transition across the temperature range T = 300 – 400 K. Meanwhile, early diffraction 

studies by Cabri et al. suggest numerous structural transitions across the T = 300 – 600 K 

temperature range.146 There is some interesting crystal chemistry in this class of materials 

and they are discussed further in chapter 3. 

1.4.3.3. Bornite 

Bornite, Cu5FeS4, is an Earth-abundant mineral that is found in mineral deposits across the 

world and usually appears alongside other Cu-S based minerals, such as chalcopyrite and 

chalcocite. These sources are mined extensively for production of copper metal.154 Bornite 

is another example of a cation-rich zinc-blende type phase. It has a metal to sulphur ratio 

half-way between the zinc-blende (ZB) and anti-fluorite (AF) structures, M1.5S. The crystal 

structure of the room-temperature structure can be described by an ordered array of ZB and 

AF types sub-cells (a×a×a). These are ordered throughout the structure, with the AF and 

ZB sub-cells alternating in each of the a, b and c directions.155 Bornite shows a number of 

structural phase transitions and these are outlined in chapter 4. 

 

Figure 1-23 – Perspective view of the structure of bornite, Cu5FeS4, at ambient 

temperature with edge sharing tetrahedra highlighted as filled polyhedra to outline the AF 

and ZB ordering within the structure. Blue – cation sites, Cu and Fe; Yellow – Sulphur. 

This material has gained interest from the thermoelectric community because of its 

exceptionally low lattice thermal conductivity, κL = 0.3 W m-1 K-1 at 300 K.156 This value is 

well below the glass limit and comparable to that of the cation-poor α-chalcocite phase, 

Cu2-δS. Bornite poses an advantage with respect to its chemical stability under electrical 

stress. The presence of Fe3+ has been suggested as a means to suppress the ion migration in 

bornite. This is supported by the demonstration that constant current stress tests at peak 
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performance temperature result in minimal degradation of electrical performance.156 

Furthermore, the material shows a peak in performance at ca. 575 K, which is ideal for 

recovery of industrial waste-heat.13 The stoichiometric phase has shown in many instances 

to have a reasonable thermoelectric performance, ZT max ≈ 0.4.143,156–159 It is possible to 

increase the Seebeck coefficient by doping with small quantities of manganese.157 Co-

substitution of transition metals for copper and iron has proven to increase the power factor 

and the figure of merit, ZT max = 0.6 at T = 590 K in Cu4.96Co0.04Fe0.96Zn0.04S4.
158 

Interestingly, Cu5FeS4-xSex solid solutions allow for vast improvements in the electrical 

resistivity and allow for a ZT max = 0.66 at T = 675 K in Cu5FeS3.6Se0.4.
159 There are 

clearly some strategies to improving the performance of this material and its stability 

makes it a potentially viable low-cost thermoelectric.143 Chapter 5 investigates the effects 

of the structural phase transitions on the thermoelectric properties of bornite in more detail. 

1.4.4. Other Complex Copper Chalcogenide Mineral Phases 

Ternary and quaternary Cu-S based chalcogenides are not limited to these types of 

structures. In the examples above, the cations only occupy tetrahedrally coordinated sites. 

In practice and under different chemical environments, copper can adopt other 

coordinations. There are a few copper rich Te-free chalcogenides that are of interest to the 

thermoelectric community. In these structures, unique behaviour of the copper atoms 

results in desirable thermoelectric properties. A few of these complex ternary structures are 

described in this following section. 

1.4.4.1. Tetrahedrite 

The structure of tetrahedrite may be described by a framework of edge-sharing CuS4 

tetrahedra that form a collapsed sodalite-type structure. A sulphur-centred spinner unit 

composed of six CuS3 trigonal-planar units occupies the sodalite cage and antimony 

cations, with trigonal-pyramidal geometry, cap the octahedral windows of the sodalite 

cages (Figure 1-24). 

The temperature dependence of the thermoelectric properties of tetrahedrite have been well 

documented over T = 2 – 800 K.160,161 At T > 800 K, tetrahedrite is thermally 

unstable.162,163 A low thermal conductivity is observed across the entire temperature range 

recorded for tetrahedrite and the attractive thermoelectric performance originates from a 

glass-like thermal behaviour.162,164–167 An out-of-plane rattling mode of vibration for 

trigonally coordinated copper cations is attributed to this thermal behaviour. This is 

modelled in the crystal structure by a large and anisotropic displacement parameter 
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(ADP).164,168,169 This peculiar behaviour of the copper cation is a consequence of 

interactions with lone pairs located on two antimony cations perpendicular to the plane of 

the CuS3 polyhedra ( Figure 1-24(c)).170 This rattling mode is effective at scattering 

transverse phonons. 

 

Figure 1-24 - a) Projection view parallel along the [001] direction of the tetrahedrite 

crystal structure. Blue – CuS4 tetrahedra; purple – CuS3 trigonal-planar polyhedra; 

orange – antimony atoms; yellow – sulphur atoms. b) Perspective view displaying the 

sodalite cage, with each CuS4 shown as a node. c) Coordination of the trigonal-planar 

copper cation.  

Tetrahedrite, Cu12Sb4S13, is a recently investigated thermoelectric material that has shown 

excellent performance at higher temperatures, ca. ZT max = 1 at 700 K.171–174 This high 

thermoelectric performance has been observed in many chemically-substituted or co-

substituted samples.171–174 The high performance of this class of materials can be attributed 

to a combination of excellent thermal characteristics and good electrical properties. At 

ambient temperatures, the lattice thermal conductivity of tetrahedrite is ca. κL = 0.45 W m-1 

K-1 in stoichiometric tetrahedrite.174 This material is investigated further in chapter 6. 

1.4.4.2. Argyrodites 

Argyrodite is a naturally occurring mineral with the chemical formula, Ag8GeSe6. The 

family of argyrodites encompasses a range of materials that are structurally alike but 

chemically different. They can be described by the general formula, Am+
(12-n)/mBn+Q6, A = 

Cu, Ag, Cd and Hg; B = Si, Ge, P, As, Ga and Sn; Q = S, Se, Te, and crystallise in the 

space group F4̅3m in the high-temperature phase.175 The structure consists of an anionic 

cage, which is constructed from the sulphides on the triangular faces of the MS4 tetrahedra 
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along with the independent sulphide anions positioned at (¼, ¼ ¼). The sulphide anions 

positioned at the corner and faces of the cubic unit cell centre this anionic cage that has 24 

faces (Figure 1-25(a)).107 There are 3 distinct cations within the anionic cage. Six cations in 

the 16e sites form CuS3 units each share a common central vertex, giving a spinner unit 

within the anion cage. The 24f copper cations form a Laves polyhedra with copper atoms 

occupying each corner of the polyhedra, and each cation having CuS4 tetrahedral 

coordination. The 48h copper cations cap half of the triangular faces of the anion cage 

(Figure 1-25(b) and appendix A). These cations show a distinct cation conduction pathway. 

In the low-temperature phase, the anionic sub-lattice is persistent but the cation ordering 

within the cage varies depending on the elemental composition. In the low-temperature 

phase different space groups are used to describe the structure of different analogues.175 

 

Figure 1-25 – Perspective view of argyrodite, Cu8GeS6, showing the GeS4 tetrahedra and 

(a) the argyrodite anion sublattice to highlight the anion cage structure; (b) –the three 

types of cation site. Grey – germanium; Yellow – sulphur; Orange – anion cage; red – 16e 

cations that forms the spinner; green – 24f cations that forms the Laves polyhedra and 

blue – 48h cation which cap the triangular faces of the anion cage. Cu-Cu bonds show the 

ion conduction pathways. 

Lithium analogues of argyrodite have been of interest to the battery-material community 

owing to an unusually high Li ion mobility in Li6PS5X.176 This behaviour has made them 

potential candidates as solid electrolytes in all-solid-state battery technologies.176–178  Other 

compositions of argyrodites are known for their high mobility of the A cations, thus 

providing ideal conditions for PLEC behaviour.179 This leads to a low velocity of sound 

and exceptionally low thermal conductivities, κL = 0.2 - 0.6 mW K-1 at 300 K, in a range of 

group 11 chalcogenide based argyrodites.180–182 There have been relatively few 
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investigations of the thermoelectric properties of the materials in the argyrodite family. 

However, the few studies that have been carried out have clearly demonstrated their 

potential as thermoelectrics. ZT max = 1.1 has been observed in Ag8SnSe6 at 700 K,183 ZT 

max = 1 has been observed in silver for copper and tellurium for selenium doped samples 

Cu7.6Ag0.4GeSe5.1Te0.9 at 800 K,182 and ZT max = 1.1 in selenium deficient Ag9GaSe6.
184

 

Thus far, there does not appear to be any literature on the thermoelectric performance of 

sulphide based analogues. Investigation into the copper-sulphide argyrodite analogues has 

formed part of this research project. However, the data from those investigations will not 

form part of this thesis and instead will be released as research papers at a later date. 

1.5. Structural Transitions in Cu-based Chalcogenides 

In sections 1.3 and 1.4, the types of structures that allow for high thermoelectric 

performance have been presented. A critical feature that is prevalent in the chemistry of 

copper-chalcogenide materials is that they are often subject to structural phase transitions 

as a function of temperature. This behaviour has been discussed for a few of the materials 

above, but the influence on the physical properties has not been outlined. This thesis 

describes these phenomena in more depth for some specific materials. Figure 1-26 shows 

the temperature dependence of the Seebeck coefficient for selected copper-chalcogenide 

materials. The star represents the phase transition temperature of each material. For each of 

the materials presented, there is a discontinuity or change in the behaviour consistent with 

this phase-transition temperature. It is important to understand the structural behaviour of 

the material in all structural phases if further improvements in thermoelectric performance 

are to be realised. 

1.6. Aims of This Work 

The aims of this thesis are to provide a better understanding of the relationship between the 

temperature dependence of the crystal structure, electrical transport properties and thermal 

transport properties of some selected copper-chalcogenide thermoelectric materials. This 

goal could be encompassed by the study of the structure and properties simultaneously. As 

such, this work hopes to create a novel in-situ cell that will allow for the collection of 

electrical transport data as well as neutron diffraction data in a single experiment. The 

changes in the properties occur with increasing temperature and chalcogenides are 

sensitive to oxidation or decomposition, so the cell should be able to accommodate the 

conditions necessary to prevent sample degradation. 
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For each of the structural phases of bornite the structure is not completely understood and 

the ordering of iron within the structure remains uncertain. This work seeks to exploit 

neutron diffraction techniques in order to resolve the ordering of iron within the structure. 

In addition, the thermoelectric properties of this material have not been optimised so this 

work endeavours to further improve the thermoelectric performance of bornite. 

 

Figure 1-26 – Temperature dependence of the Seebeck coefficient for selected copper 

chalcogenide materials. * - Indicates the phase transition temperature for each material.  

71,157,164,182,185–189 

The high temperature structure and performance of tetrahedrite is well resolved, but more 

recent studies have revealed a magnetic transition in the material at low temperatures. 

Neutrons offer an opportunity to investigate the magnetic structure of materials so these 

will be used in order to try and understand the origins of the magnetic transition of the 

material. 

The mooihoekite and talnakhite family of thermoelectrics offer an opportunity to provide 

viable low-cost low-toxicity n-type thermoelectrics. The high-temperature crystal structure 

and electrical transport properties of this family of materials has not been studied to any 

considerable extent. The work within this thesis will try to establish critical insights into 

the behaviour of these materials. 

The compounds and experiments presented in this thesis include: 

• Testing and development of an in-situ cell for powder neutron diffraction (PND) 

experiments 
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• High temperature in-situ PND experiments on Cu2.125Ge0.875ZnSe4 

• High temperature in-situ PND experiments on CuFeS2 

• High temperature in-situ PND experiments on Cu9Fe9S16 and Cu9Fe8S16 

• High temperature PND experiments on Cu5FeS4, Cu5.08Fe0.92S4 and Cu4.97Fe0.97S4 

• Chemical substitution and thermoelectric studies on Cu5-x+yFe1-yS4 

• Low temperature PND experiments on Cu12Sb4S13 
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 - Experimental and Synthetic Methods 

2.1. Synthetic Methods 

In solid-state chemistry it is important to synthesise materials that are pure, and which 

exhibit a single crystallographic phase. If this is achieved, the structural and physical 

properties of the specific phase may be determined by further experimental analysis. This 

section will investigate the synthetic and analytical methods that have been used to 

synthesise and analyse samples. 

For any combination of elements, many different phases can exist, for example SiO2, can 

adopt a number of different polymorphs at room temperature, crystalline and 

amorphous.190 Further to this, the elemental composition is usually flexible in a multiple 

element system. The Cu-Fe-S system presented in Figure 1-20 provides an excellent 

example of this.145,146 The experimental composition of samples and the reaction 

conditions need to be controlled precisely to create the desired product. For all samples 

presented, the powdered samples were carefully weighed to match the stoichiometric 

amount of each element in the desired material. 

2.1.1. Considerations in Synthesis 

Dry chemistry techniques were used throughout this work to create the polycrystalline 

samples. A mixture of elemental powders were ground together under ambient conditions 

using an agate pestle and mortar. Transition metals are sensitive to oxidation by 

atmospheric oxygen if heated to high temperatures under air. Meanwhile, sulphur 

volatilises at relatively low temperatures. Therefore, reaction vessels that allow for an inert 

atmosphere and a closed system were used in the high-temperature and mechanochemical 

techniques described here. 

2.1.2. High-Temperature Techniques 

The combination of a very low boiling point for sulphur, high melting point for the metals 

and relatively low melting points of reaction intermediates, results in a solid-liquid-gas 

state reactions.83 Under these conditions, atomic diffusion occurs more readily and a 

homogenous starting mixture of elements is crucial to ensure a uniform reaction. These 

methods of synthesis will typically lead to the thermodynamically favoured structure for 

the combination of elements, so meta-stable products are generally not achieved through 

high-temperature techniques.191  
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The homogenous reaction mixture of elemental solids were sealed into evacuated silica 

ampoules and placed into Lenton furnaces for either one or two consecutive firings. Silica 

ampoules were used because they offer a high melting point (Tm > 1900 K) and an 

inherently low reactivity. A slow heating rate was used in these high-temperature reactions 

to prevent the rapid evaporation of sulphur that would lead to a build-up of pressure and 

risks explosion of the glass ampoule. Meanwhile, different approaches to cooling have 

been employed, such as quenching in water, cooling naturally or controlled cooling.  

The reactions were generally performed over a few days or up to a week per firing and 

temperatures of the order of T = 600 – 1000 K were used for these chalcogenide-based 

materials. These methods have been used in the synthesis of the talnakhite, mooihoekite 

and copper-rich chalcopyrite samples presented in section 3.7 as well as for the kesterite 

sample presented in section 3.5. Details of the reaction conditions are provided within 

those experimental sections. 

2.1.3. Mechanochemical Techniques 

Ball milling techniques were classically used to micronize or mechanically alloy materials. 

More recently, mechanochemical techniques have been applied to materials synthesis. It is 

a useful tool for creating materials, such as intermetallics, ceramics, composites, polymers 

and meta-stable phases, such as metal-organic frameworks.192,193 Further to this, it has 

shown success in the synthesis of  a range of metal oxides, halides and sulphides.194,195 The 

use of these techniques in materials research has grown in recent years as it offers an easily 

scalable process and the opportunity to create nanoparticles and nanocrystalline samples.196 

Ball mills are available as attritor, shaker or planetary mills, they differ in their efficiency, 

capacity and heat or energy transfer to the material. The collision of balls with the walls of 

the vessel or other balls at high velocities creates localised instantaneous temperatures 

which allows for chemical reactions to take place.197 In a planetary mill (Figure 2-1) there 

are two rotational axes: (r1) rotation around a central fixed point that leads to a centrifugal 

force (F1) and (r2) rotation around a secondary axis, centred on the milling vessel, forces 

the balls to migrate through the system, grinding the materials against the vessel and 

facilitating the high energy collision of the milling balls leading to chemical reaction.   

A planetary mill was used to synthesise all the bornite samples, the tetrahedrite sample and 

the chalcopyrite sample with composition CuFeS2. Specific details of each experiment can 

be found in the respective experimental sections. The elemental powders were ground 
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together in air then loaded into the milling vessel (25 mL steel vessel or 50 mL tungsten 

vessels) along with milling balls (5 mm, 0.5 g steel balls or 5 mm, 1 g tungsten carbide 

balls) and using a specific weight ratio of powder to balls. The vessel was taken into an 

argon glove box and sealed under the inert atmosphere. The filled milling vessel was then 

clamped into a planetary mill RETSCH PM100 pulverisette, and milled for consecutive 

millings of between t = 8 - 24 hr at RPM(revolutions per minute) = 400 – 600, the 

resulting powder was agitated between consecutive millings to prevent sample 

agglomeration.  

 

Figure 2-1. – Schematic diagram of the rotational forces acting on a ball mill jar. Orange 

arrows – rotational motions; Pink arrow - Centrifugal force; Red arrow - Path of milling 

balls. 

2.1.4. Sample Consolidation 

After high-temperature syntheses, the products were either in the form of a polycrystalline 

powder or an ingot with a density significantly lower than the crystal density. The resulting 

products from the mechanochemical synthesis were non-crystalline powders. Low-

temperature consolidation of samples is possible but leads to poor mechanical properties, 

thus high-pressure high-temperature techniques, such as hot-pressing (Figure 2-2) or spark 

plasma sintering are conventional. Furthermore, high-temperature consolidation acts as a 

final sintering step for mechanochemically alloyed samples leading to the formation of a 

polycrystalline ingot. This consolidation process can heavily influence the microstructure 

of the polycrystalline material.198 For example, in 2D-layered materials the layers may 

preferentially stack perpendicular to the direction of the applied force.199 
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In the hot pressing system (Figure 2-2), the internal face of the tungsten-carbide moulds, 

with an internal diameter of 12.7 mm, were coated with graphite spray to allow for easy 

removal of the sample after synthesis. The powdered sample was then loaded into the 

mould, sandwiched between two graphite foils and two tungsten carbide dies. An external 

resistive heating jacket was fastened around the perimeter of the tungsten carbide mould, 

then placed into the Macor® ceramic and mineral wool insulation. The set-up was then 

tightened and sealed into the in-house hot-pressing enclosure that allows for inert 

atmospheres. The sample environment was purged with N2 gas before heating and 

pressing. Temperature, T = 675 – 875 K, and pressure, P = 60 – 140 MPa, were tuned 

depending on the sample. Details for each sample can be found in their respective 

experimental sections. Pressure was controlled by a hydraulic press and the temperature 

was controlled using a thermocouple inserted into the mould and connected to a 

temperature controller. 

The resulting samples were coin-shaped pellets with densities of ca. 99% of the theoretical 

crystal density. The densities of all samples were measured using an AE Adam PW 184 

Archimedes balance and the buoyancy method by weighing the samples in air and water. 

 

Figure 2-2. – Schematic diagram of the hot-pressing system used in the in-house 

equipment. 

2.2.  Structural Analysis and Characterisation 

Powder X-ray and neutron diffraction techniques have been used throughout this work for 

structure and phase analysis of the powdered samples. An outline of the theory, facilities 

and instruments used is given in the following section.  
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2.2.1. Powder X-ray Diffraction 

X-radiation was discovered in 1895 by Willhelm Roentgen. This EM radiation was 

discovered inadvertently during his experimental work on vacuum tubes. A high voltage 

was used to pass a current between two electrodes seperated by a vacuum. High energy 

electrons are emitted from the high-temperature cathode and are accelerated by a high 

voltage and collide with the metallic anode.200 This interaction ionises the core-shell 

electrons of the metallic anode. Electrons occupying higher enegy levels drop to fill the 

lower energy level, in the process releasing a photon with energy equivalent to the change 

in energy of the demoted electron. The energy of the emitted photon is dependent on the 

element used in the cathode, each individual element will give off characteristic 

wavelengths of light.201 The wavelength of X-ray radiation is similar to interatomic 

distances and allows for the investigation of the details of a crystal at the atomic-scale. The 

radiation interacts with the electron cloud of the crystalline matter, scattering and re-

radiating the X-rays. Interference effects between the reflected radiation leads to 

constructive and destructive wave interferences. Constructive interferences of the incident 

radiation leads to Bragg diffraction, this diffracted radiation holds information of the 

crystal structure of a material. 

The crystal structure of a material will be constructed from a series of planes of atoms 

along many different directions, (h, k, l). These planes of atoms repeat regularly in space 

and have an interplanar spacing, dhkl. Each of these planes will reflect a small percentage of 

the X-radiation that it interacts with.202 Wave interference effects lead to constructive and 

destructive interference between photons in the reflected beam, constructive interference is 

observed as spikes in radiation intensity – giving Bragg peaks in a diffraction pattern. This 

will occur for the radiation reflected from lattice planes with the same values of h, k and l, 

but only when the geometric restriction AB̅̅ ̅̅ +BC̅̅̅̅  = nλ, is satisfied (Figure 2-3). Interacting 

waves from adjacent and parallel atomic planes will have travelled different distances after 

they have interacted with the crystal. The additional distance travelled between points A 

and B, AB̅̅ ̅̅ , in Figure 2-3 will be related to dhkl through the relationship: 

𝐴𝐵̅̅ ̅̅ = 𝑑ℎ𝑘𝑙𝑠𝑖𝑛𝜃     (2-1) 

Here, θ, is the angle between the incident radiation and the atomic plane. The reflected 

beam also travels an additional distance between B to C that is equal to the distance of AB̅̅ ̅̅ , 

giving 2AB̅̅ ̅̅ . 
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Providing that the distance travelled by interacting photons is related through some integer 

of the wavelength, nλ, they will remain in-phase, 2AB̅̅ ̅̅ = nλ. It is usually assumed that n = 

1 and this relationship between the incident beam and atomic planes provides the Bragg 

equation:  

𝜆 = 2𝑑 𝑠𝑖𝑛𝜃        (2-2) 

Where, λ, is the wavelength of the radiation, θ, is the angle of incidence and, d, is the d-

spacing. From the d-spacing values, the unit cell information can be determined, and the 

reflection intensities and systematic absences hold the structural information of the crystal 

system being studied. Diffraction from polycrystalline materials gives a 1-dimensional 

diffraction pattern, this is a compression of the 3D diffraction pattern given by a single 

crystal. There is a loss of information in this compression due to peak overlap, among 

other things. A powdered sample consists of thousands of minute crystals, essentially 

satisfying each possible orientation. The radiation diffracted from the powder appears as 

cones of intensity in real space, known as Debye-Scherrer cones, that can be analysed in a 

diffractogram.  

 

Figure 2-3. – Schematic diagram of Bragg diffraction of radiation by parallel and 

adjacent lattice planes. Thick black lines are used to show the planes of the atoms, red 

lines represent the incident and reflected beams.  

2.2.1.1. The Bruker D8 Advance Diffractometer 

The laboratory X-ray diffractometer used here, a Bruker D8 Advance, was installed with 

an X-ray tube containing a copper anode target, and a LynxEye linear detector that rotates 

through an angle of 2θ/ o. The characteristic X-ray wavelengths for Cu are Kα1, λ = 1.5405 

Å;  Kα2, λ = 1.5443 Å and Kβ, λ =1.3922 Å, a single-crystal Ge monochromator selects the 

desired Kα1 wavelength. Prior to measurement the samples were ground into a fine powder 

using an agate pestle and mortar, then loaded into the diffractometer. For the flat plate 
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instrument with reflection geometry, powders were loaded into a recessed PMMA polymer 

holder and pressed flush to the holder surface or a few milligrams was adhered to the 

surface of a Si-low background holder using Vaseline. For the capillary instrument with 

transmission geometry, the fine powders were loaded into a sodium borosilicate capillary 

with diameter 0.5 mm and sealed with wax before loading onto a goniometer. For 

preliminary phase analysis of samples the collection times and angular ranges used were, 

ttotal = 1 hr, 5<2θ/ °<85, tstep = 0.74 s and 2θstep = 0.0145°, for higher quality diffraction data 

with better statistics, ttotal = 6 hr, 10<2θ/ °<120, tstep = 1.36 s and 2θstep = 0.0066°. The 

Inorganic Crystal Structure Database, ICSD, contains the published structures of all known 

crystalline inorganic phases and was used to provide starting models of crystal structures. 

The software package DIFFRAC.EVA together with the ICDD PDF2 materials database 

allows for phase identification through a peak search and match function allowing for a 

very basic phase analysis of the material.203 

2.2.2. Powder Neutron Diffraction 

Large-scale national and international facilities are required to exploit neutrons for 

scientific analysis of materials.203 There are two prominent methods for generating 

neutrons and both involve breaking the nucleii of atoms. In both instances, the generated 

neutrons have energies of MeV but the neutrons need to be slowed to the order of meV to 

be useful for materials research. So they are passed through a low-temperature moderator 

before reaching samples. 

Nuclear reactor sources generate neutrons through a controlled fission process which 

provides a continuous flux of neutron radiation with a polychromatic spectrum. For 

diffraction purposes, a single wavelength is usually selected. Moderation of the neutron 

beam provides a range of lower energy neutron wavelengths, the single neutron 

wavelength can then be selected using choppers or a monochromator. Similar to an X-ray 

diffractometer, the detectors will collect diffracted neutron intensity as a funtion of 2θ.  

By contrast, spallation sources produce a ‘white’ beam of neutrons with a specific structure 

of pulses that are tailored to provide an energy separation and resolution that is desired.204 

The white beam of neutrons is a spectrum of neutron energires that have a varying 

wavelength, λ, and because the wavelength is variable, the angle, 2θ, must be fixed.205 The 

structure of the pulse, λ(t), is known and this allows for the diffracted radiation to be 

measured as a function of the time-of-flight (TOF) through the modified Bragg equation206:  
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ℎ

𝜆
=

𝑚𝑛𝐿

𝑡
      (2-3) 

𝑡 = 505.56 𝐿 𝑑 𝑠𝑖𝑛𝜃      (2-4) 

Here, h, is Planck’s constant, mn, is the mass of a neutron, L, is the length of the flight 

paths and, t, is time.  

Neutrons provide advantages over X-rays for certain chemical systems because they 

interact with the nucleus of the atoms rather than the electron cloud. In the case of 

diffraction, the form factor of X-rays is dependent on the atomic number, Z, where higher 

Z correlates with a higher form factor (Table 2-1). As a result the differentiation between 

elements with a similar Z can be difficult when using X-ray diffraction. In addition to this, 

diffraction from light elements is weak so detecting them in the presence of heavy 

elements can be very difficult. 

Table 2-1 – X-ray form factor, f1, at 8.04 keV and neutron coherent scattering length (SL) 

for selected elements. 1H and 2H neutron scattering cross sections shown.  

Z Element f1/ e atom-1 Neutron SL/ fm 

1 1H, 2H 0.99998 -3.7406, 6.671 

2 He 2.00014 3.26 

5 B 5.00961 5.3 

16 S 16.3351 2.847 

26 Fe 24.8575 9.45 

27 Co 24.6213 2.49 

29 Cu 27.0246 7.718 

34 Se 33.2061 7.97 

52 Te 51.9423 5.8 

82 Pb 78.2721 9.405 
 

By contrast, neutron scattering does not show a direct dependence on the atomic number. 

For example, iron and cobalt would be indistinguishable using X-ray diffraction 

techniques, due to very similar form factors, but easily distinguishable using neutron 

diffraction due to hugely different scattering lengths. Meanwhile, the neutron SL of the 

deuterium isotope is higher than that of the heavy element tellurium, so it would be trivial 

to detect using neutrons. This characteristic of neutrons also allows for isotopic enrichment 

of samples which can allow for further distinction between elements. Neutrons also have a 

magnetic moment that interacts with the magnetic moments of ions in a material enabling 

the investigation of long-range magnetic order.  
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The TOF neutron diffraction data presented in this thesis have been collected at the ISIS 

neutron facility (Figure 2-4) using two separate instrument, POLARIS and WISH. 

 

 

Figure 2-4 – Schematic Diagram of the layout of the ISIS neutron facility; synchrotron and 

instruments. Reproduced from 207 which is distributed under a creative commons licence. 
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2.2.2.1. The ISIS Neutron Facility 

The production of neutrons at the ISIS neutron facility begins at the ion source. Here, H-  

ions are created from a hydrogen stream and aquire an energy of E = 35 eV. They are 

passed through a linear accelerator and aquire an energy of  E = 70 MeV. Prior to entry to 

the syncrotron the H-  ions are stripped of electrons by being passed through 0.3 μm 

aluminum oxide foil. Dipole magnets are used to give the beam of protons a circular orbit 

around a synchrotron with a 26 m radius, around which they are accelerated to E = 800 

MeV. The protons are ejected from the synchrotron in pulses of 100 ns and a frequency of 

50 Hz to two target stations providing 160 μA and 40 μA of beam current to target stations 

(TS) 1 and 2 respectively. The high energy protons collide with a tantalum-clad tungsten 

target where the neutrons are created by nuclear fission.208  These neutrons are directed 

towards the neutron scattering instruments at each target station after passing through 

cooling water and one of four moderators, two water at room temperature, one methane at 

100 K and one hydrogen at 20 K. 

2.2.2.2. The POLARIS Neutron Diffractometer 

The majority of the neutron diffraction experiments in this research project have been 

carried out on the POLARIS diffractometer on TS1 (Figure 2-4 and Figure 2-5), the in-situ 

diffraction cell described and presented in chapter 3 of this thesis has been designed for use 

on the POLARIS and GEM diffractometers. POLARIS is a medium-resolution 

diffractometer, with 6 detector banks that are positioned over different angles of 2θ (Table 

2-2). It receives a high flux of thermal neutrons from a 298 K water cooled moderator. The 

instrument allows for characterisation of materials under different external variables. The 

in-house low-temperature and high-temperature furnaces, with operating temperatures T =  

300 – 600 K and T = 300 – 1000 K, respectively, that were used here were built and 

developed by the Rutherford Appleton laboratory. The samples (ca. 3 g) were loaded into 

thin walled vanadium cans (internal diameter l = 6 mm) for ambient-temperature 

measurements. For variable-temperature experiments (Cu5FeS4, Cu5.08Fe0.92S4, 

Cu4.96Fe0.98S4), the samples (ca. 3 g) were loaded into evacuated (at 10-3
 bar) high purity 

silica ampoules (of internal diameter l = 8 mm) within V cans (of internal diameter l = 10 

mm), or used the in-situ Seebeck diffraction resistance cell (Cu2.125Ge0.875ZnSe4, CuFeS2 

Cu9Fe9S16, Cu9Fe8S16) where specified. The sample tank was evacuated of air and the in-

situ cell had a static He atmosphere. The diffraction data from detector banks 3, 4 and 5/6 

(Figure 2-5) were used for structural analysis using the GSAS software package.209 For 
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Rietveld analysis (see section 2.2.4), the background contribution from the furnaces and 

silica ampoules were subtracted using the Mantid analysis software package,210 and using 

the Gudrun analysis software package for PDF experiments. 

 

Figure 2-5- A 2-D schematic diagram of the detector bank array in the POLARIS 

diffractometer. Banks: 1 –Very low angle; 2 and 3 – Low angle; 4 – 90 degree bank; 5 and 

6 – back scattering. 

Table 2-2 – Parameters of the detector banks of the POLARIS diffractometer.211 

detector bank 1 2 3 4 5, 6 

scattering angle, 2θ/ ° 6 - 14 19 - 34 40 - 67 75 - 113 135 - 143, 146 - 168 

Resolution, Δd/d / % 2.7 1.2 -1.9 0.85 0.51 0.3, 0.3 

dmax/ Å >40 13.5 7 4.1 2.7, 2.7 

 

2.2.2.3. The WISH Neutron Diffractometer 

The WISH diffractometer is a high-brilliance medium-resolution diffractometer located on 

TS2 that views a 40 K solid-methane moderator and allows for rapid collection of single-

crystal and powder diffraction data.212 Ten 3He detectors panels over 5 detector banks are 

situated 2.2 m from the sample position and each covers an angular range of θ = 32 ° 

(Figure 2-6, Table 2-3).213 These are positioned cylindrically over the angular range 10< 

2θ⁄ ° <170. This along with a low frequency pulse of 10 Hz, allows for the collection of 

diffraction data over a wide d-spacing range, d = 0.7 – 50 Å. The instrument is primarily 

used for the investigation of magnetic materials and allows for the study of materials in 
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different sample environments. The experiment on this instrument was performed at low 

temperature, T = 1.5 – 300 K, using an in-house cryogen free cryostat for a sample of 

Cu12Sb4S13 to investigate the origin of the magnetic behaviour in the material at low 

temperature. The sample (ca. 3 g) was loaded into a thin walled vanadium can with an 

internal diameter of 6 mm. 

 

Figure 2-6 – A 2-D schematic diagram of the detector bank array for the WISH 

diffractometer. Numbers indicate the detector bank number and colours indicate the 

coupled detectors. 

Table 2-3 – Parameters of the detector banks of the WISH diffractometer.  

detector bank 1,10 2,9 3,8 4,7 5, 6 

scattering angle, 2θ/ ° 27.08 58.33  90 121.66 152.83 

Resolution, Δd/d / % 1.6 0.8 0.55 0.4 0.3, 0.3 

dmax/ Å 48 12.9 6.8 5.8 5.0 

 

2.2.3. X-Ray and Neutron Interaction with Matter 

The difference in contrast between dissimilar elements, ions or isotopes that is provided by 

neutrons and X-rays was highlighted in section 2.2.2. Here, the interaction of these 

radiation sources with matter will be discussed briefly.  

X-rays interact with the electron cloud of atoms, this is relatively large in respect to the 

wavelength of the X-radiation. Therefore, the incident radiation will reflect from different 

parts of the electron cloud, causing destructive interferences. This results in a fall-off in 
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Bragg intensity with increasing sinθ/λ. By contrast, neutrons interact with the nucleii of 

atoms which are much smaller than the wavelength of the incident neutrons. Hence a 

constant diffraction intensity over all values of sinθ/λ can be expected when using a 

constant wavelength neutron source. Meanwhile the diffraction intensity as a function of 

sinθ/λ at a pulsed source is dependent on the structure of the incident beam. Furthermore, 

magnetic reflections in neutron diffraction data will show behaviour with sinθ/λ that is 

more similar to X-ray diffraction as the neutron will interact with the electron cloud under 

these circumstances. 

It is also important to note that, as shown in Table 2-1, different elements have different 

form factors, f1, or scattering lengths which contribute to the scattering factor of a given 

plane of atoms, fhkl. This has a significant influence on the intensity of each of the observed 

Bragg reflections, Ihkl, which is proportional to the square of the structure factor: 

𝐹ℎ𝑘𝑙 = ∑ 𝑓𝑗𝑔𝑗𝑒2𝜋𝑖(ℎ𝑥𝑗+𝑘𝑦𝑗+𝑙𝑧𝑗)𝑒−𝐵𝑗𝑠𝑖𝑛2𝜃/𝜆2

𝑗     (2-5) 

Here, fj, is the structure factor of the j-th atom in the and, xj, yj, zj, are its coordinates, gj, is 

the site occupancy factor and, Bj, is the root-mean-square of the atomic thermal vibrations. 

In powder diffraction techniques the diffraction intensity, Ihkl, can be calculated (this is 

termed yi
calc in the following section) using the structure factor along with instrument and 

experiment parameters in the equation: 

𝐼ℎ𝑘𝑙 = 𝑠 ∑ 𝐿𝑚ℎ𝑘𝑙|𝐹ℎ𝑘𝑙|2𝜑(2𝜃𝑖 − 2𝜃ℎ𝑘𝑙)𝑃ℎ𝑘𝑙𝐴 + 𝐼𝑏𝑖ℎ𝑘𝑙    (2-6) 

Here, s, is the scale factor, mhkl, is the site multiplicity, L, is the Lorentz-polarisation 

factors, Phkl, is the preferred orientation function, φ(2θi-2θhkl), is the profile function 

corrected for the zero error, A  ̧is the absorption correction and, Iib, is the background 

scattering at the i-th point. 

2.2.4. The Rietveld Method 

The Rietveld method enables the refinement of the average structure of crystalline 

materials using the powder diffraction data.214 The starting inputs for refinement are: a 

reliable structural model (including: the space group, lattice parameters, atom positions, 

thermal parameters and site occupancies), the instrument parameters, high quality 

diffraction data, a background function and a starting peak shape. Conventionally the peak 

shape is modelled using a pseudo-Voigt function with Gaussian and Lorentzian 

contributions to the function. 

The Rietveld method seeks to minimise the value of the residual, Sy (Equation 2-7), by 
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refinement of a structural model. In this least-squares approach, a simulated diffraction 

pattern calculated from the structural models (Equation 2-6) is fitted to the experimental 

diffraction pattern.  

𝑆𝑦 = ∑ 𝑤𝑖(𝑦𝑖
𝑐𝑎𝑙𝑐 − 𝑦𝑖

𝑜𝑏𝑠)2
𝑖       (2-7) 

𝑤𝑖 =
1

𝑦𝑖
𝑜𝑏𝑠        (2-8) 

Here, yi
obs, is the observed data at the i-th point, yi

calc, is the calculated intensity at the i-th 

point and wi, is a weighting factor. During the refinement process, the user systematically 

introduces parameters for refinement until the refinement reaches convergence and there is 

a good fit to the data.215 The residual of the weighted pattern, Rwp, and ‘goodness-of-fit’, χ2, 

are used as an indication of the quality of the fit of yi
calc to yi

obs. Thus, a low value for each 

of these values is sought: 

𝑅𝑤𝑝 = (
∑ 𝑤𝑖(𝑦𝑖

𝑐𝑎𝑙𝑐−𝑦𝑖
𝑜𝑏𝑠)2

𝑖

∑ 𝑤𝑖(𝑦𝑖
𝑜𝑏𝑠)2

𝑖
)

1

2

      (2-9) 

The Rwp will tend towards zero as the structural model improves but should not decrease to 

below a minimum value that is determined from the experimental R value, Rexp: 

𝑅𝑒𝑥𝑝 = (
𝑁−𝑃+𝐶

∑ 𝑤𝑖(𝑦𝑖
𝑜𝑏𝑠)2𝑁

𝑖

)

1

2
     ( 2-10) 

The Rexp is essentially a measure of the data quality and is dependent on the number of 

observations, N, the number of parameters refined, P, and the number of constraints used, 

C.  

𝜒2 = (
𝑅𝑤𝑝

𝑅𝑒𝑥𝑝
)

2

      (2-11) 

The χ2 describes the goodness-of-fit between the two R values and should approach unity 

as the structural model improves during refinement. Typically the parameters for the 

structural model, peak shape and background may be refined to improve the fit to the 

diffraction data. In this thesis all Rietveld refinements shown in the results sections have 

been performed using the GSAS software package with the EXPGUI extension.209 

2.2.5. Polyhedral Distortion Parameters 

Bond distances and bond angles can be extracted from the structural models resulting from 

Rietveld analysis. These parameters can be used to investigate the structural geometries of 
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the atoms. In mineral type phases, these polyhedra often deviate from perfect geometry. 

The internal angular distortions within structural polyhedra may be quantified through the 

equation: 

𝜎𝑝𝑜𝑙𝑦
2 =

1

𝑚−1
∑ (𝜙𝑖 − 𝜙𝑝𝑜𝑙𝑦)2𝑚

𝑖=1      (2-12) 

Here, σpoly
2, is the bond angle variance, 𝜙i, is the observed bond angle, 𝜙poly, is the nominal 

bond angle for a given polyhedron (i.e. 90° for octahedra, 109.47° for tetrahedra and 120° 

for trigonal units) and, m, is the number of bond angles.216 The distortions for internal bond 

distances may be calculated from:  

𝛥𝑝𝑜𝑙𝑦 =
1000

𝑛
∑ [(𝑙𝑖 − 𝑙)̅/𝑙]̅2𝑛

𝑖=1      (2-13) 

Here, Δpoly, is the bond length deviation, li, is the observed bond distance, 𝑙,̅ is the mean 

bond distance and, n, is the number of bond distances.217 Expected values for mineral type 

phases have been described in the literature: σoct
2 < 250; Δoct × 103 < 3; σtet

2 < 100; Δtet× 103 

< 3, and provide a benchmark for quantifying the distortion of the structural polyhedra.218 

A high value for these parameters would indicate large polyhedral distortions and this 

behaviour is often associated with ions that show Jahn-Teller distortions.218 Values of σ2 

and Δ have been calculated for the metal-centred polyhedra and some sulphur-centred 

polyhedra for the bornite samples and tetrahedrite samples in the later chapters. 

2.2.6. The Le Bail Method 

The Le Bail method is a less computationally intensive process than the Rietveld method 

and is useful in instances where full structure refinement is not required. It provides a 

means of calculating the expected diffraction intensity without a structural model and may 

give more reliable values of the lattice parameters, compared to values from the Rietveld 

method.219 The least-squares whole-pattern refinement requires starting parameters for the 

instrument, background and peak shape. The only crystal information needed however is 

the space group and the lattice parameters. The intensity of the reflections are calculated 

using this information. The process is useful for monitoring the evolution of lattice 

parameters as a function of temperature, pressure and composition among other things. All 

Le Bail refinements performed in the following sections have been carried out using the 

GSAS software package with the EXPGUI extension.209 
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2.2.7. Total Scattering 

In amorphous solids, such as glasses, there is no long-range order and Bragg’s law cannot 

be satisfied. For these materials, the X-ray or neutron scattering data will exhibit broad 

features with relatively low intensity in the absence of Bragg peaks. This is the result of 

diffuse scattering and contains structural information for the short-range order within a 

solid or liquid phase. The data can be interpreted more readily when visualised as a radial 

distribution function, a simplified schematic is given below. Here the curve of G(r) is a 

density map of the next-nearest neighbors (Figure 2-7). Similarly, diffuse scattering will 

occur in crystalline materials when the Bragg equation is not satisfied. Signatures of 

nanoscale disorder will be observed in the data at small scattering vectors, low-Q, and 

typically high-quality scattering data over a wide Q range are needed for analysis of the 

total scattering data. This approach allows the study of local structure within ordered 

materials.220,221 

 

Figure 2-7 – (a)- 2-D representation of a disordered material; (b) – Rings showing the 

radial distribution of the atoms with distance n=1 to n=4 from a central atom; (c) -

Graphical representation of the radial distribution. 

2.2.7.1. PDF Analysis 

The model-based Reverse Monte Carlo (RMC) technique was developed as a tool to 

extract structural information about disordered materials from the total-scattering 

data.222,223 This technique has been extended to understand structural disorder within 

crystalline materials. This technique is a least-squares approach that refines a structural 

model to fit the Bragg contribution and total scattering contribution to the data. It uses the 

Bragg diffraction data as well as the pair distribution function (PDF), G(r), and the 

isotropic average of the scattering vector, S(Q). The curve, G(r), is a histogram defining 

the probability of finding a pair of atoms with a distance, r, expressed by: 
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𝐺(𝑟) = 4𝜋𝑟[𝜌(𝑟) − 𝜌0]     (2-14) 

Here, p(r), is the local atom no. density and, ρo, is the average atom no. density. This 

density map is constructed from the total-scattering data by applying a Fourier transform. 

This approach is ideal for modelling local structure that cannot be probed with reciprocal 

space diffraction techniques and applies a real-space approach.224 

This computational technique uses a large atom box, generally with upward of 104
 atoms 

and supercell dimensions that are some integer of the unit-cell parameter. The starting 

point for this model is the refined unit-cell from a preceding Rietveld analysis, which is 

subsquently refined during the RMC profile analysis. The RMC process works on the basis 

of the minimisation of a χ2 value that is a product of the difference between the 

experimental data, yi
obs, and the calculated pattern, yi

calc: 

𝜒2 = ∑
1

𝜎𝑖
2 (𝑦𝑖

𝑐𝑎𝑙𝑐 − 𝑦𝑖
𝑜𝑏𝑠)𝑖      (2-15) 

here, σi
2, is a weighting factor and each data set included in the fitting process is used to 

determine a total 𝜒𝑅𝑀𝐶
2 . Each of the separate histograms, can be given a weighting towards 

the total 𝜒𝑅𝑀𝐶
2  where: 

 𝜒𝑅𝑀𝐶
2 = ∑ 𝑆𝑚 𝑚

𝜒𝑚
2       (2-16) 

here, Sm = 0, +1, and, m, is the histogram, G(r), S(Q) or Bragg. During the Monte Carlo 

approach, changes are made to the large box structural model. If χ2 decreases as a result of 

the change, the program accepts the change in the structure. The least-squares process also 

includes a function to prevent the refinement process from becoming trapped in a local 

minimum. Some of the unfavourable moves that yield a higher χ2 are accepted with a 

probability, P:225 

𝑃 = 𝑒
(−

𝛥𝜒2

2
)
     (2-17) 

The total-scattering data were collected at the POLARIS diffractometer at the ISIS neutron 

facility for the sample with composition Cu5FeS4 at three temperatures. Long data 

collection times of 8 hours were used to ensure high-quality data was achieved with good 

statistics across the background signal. The background diffraction data from the sample 

environment equipment were collected at each temperature for all material in the path of 

the beam this includes furnaces, silica ampoules and a vanadium rod. The Gudrun software 

package was used to remove background contributions to the total scattering data.226 Bragg 

diffraction data were processed through the Mantid analysis software.210 The RMCprofile 
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software package was used to perform RMC calculations and four histograms, each a 

transformation of the same data set, were included: Bragg diffraction data from the 90° 

detector bank, G(r) data calculated from the contribution for each of the detector banks and 

over to length scales 0<r/ Å <10 and 0<r/ Å<50, and the S(Q) summed from the 

contribution from each detector bank. Structural models were constructed using the 

data2config program included with the RMCprofile software package.227 

2.3. Characterisation of Thermoelectric Properties 

The importance of investigating the thermal and electrical transport properties of 

thermoelectric materials was outlined in Chapter 1. Effective measurement of these 

properties is crucial for their development. The following section will look into some of 

the methods used for the measurement of these physical properties.  

2.3.1. Electrical Resistivity 

The electrical resistance, R, of a system can be determined by either passing an electrical 

current, I, and measuring a voltage, V, or using a fixed voltage and measuring the electrical 

current. In practice it can be interpreted through the relationship: 

𝑅 = 𝑉/𝐼      (2-18) 

The physical dimensions of the system being studied directly influences the measured 

electrical resistance of the system. For a sample with length, l, and a uniform cross-

sectional area, A, the length is proportional to R, and the area is inversely proportional. 

Both are related through the resistivity, ρ: 

𝑅 = 𝜌
𝑙

𝐴
      (2-19) 

Therefore the resistivity of a material can be determined by measuring the resistance of a 

sample with known dimensions. 

2.3.1.1. 4-Probe Resistance Measurement 

A 2-probe resistance measurement uses a pair of wires to pass a current and to measure a 

voltage (Figure 2-8). This method can be useful for testing electrical equipment and has 

proven to be useful in determining the electrical efficiency of thermoelectric elements by 

measuring thermoelectric voltage and current.228,229  However, the 2-probe method is not 

entirely accurate for determining the electrical resistivity of materials owing to a 

contribution to the total resistance from the contact resistance between the electrode and 
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sample. The resistances may originate from surface roughness, poor contacts or Schottky 

barriers across semiconductor-metal interfaces. 

The 4-probe DC measurement can provide a value for the electrical resistance that does not 

include the contribution from any contact resistances. The resistance is determined by 

passing a current through two electrodes and measuring the voltage between two additional 

electrodes (Figure 2-9). The voltage electrodes will have an effectively negligible current, 

and therefore the resistance is effectively zero.230 Given that the voltage leads have a 

known separation, l, and the sample has a uniform cross-sectional area, then the resistivity 

of the material can be determined using Equation 2-19. 

 

Figure 2-8 – Circuit diagram of a 2-probe measurement set-up where the box represents 

the sample/ a resistor, V is a voltage probe, ← is the current source and circles connected 

to the sample represent the electrode-sample contact interfaces. 

 

Figure 2-9 – Circuit diagram of the standard set-up required for a 4-probe measurement 

the box represents the sample/ a resistor, V is a voltage probe, ← is the current source and 

circles connected to the sample represent the electrode-sample contact interfaces. 

The four-probe DC measurement has been used in this work to determine electrical 

resistivities for samples in each of the bornite series, Cu5-x+yFe1-yS4, as well as the samples 
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with compositions, Cu9Fe9S16 and Cu9Fe8S16. Measurements were performed using a 

Linseis LSR-3 instrument with disc-shaped pellets with dimensions diameter=12.7 mm 

±0.2 and thickness=1-4 mm with a separation between the voltage probes of length=8 mm. 

A current of between I=10-100 μA was used during measurements on samples mounted 

between spring loaded platinum electrode contacts. 

The electrical resistivity measurements described throughout have been performed under a 

dynamic thermal gradient. Under these conditions, an inherent Seebeck voltage, Vseebeck, 

will also persist throughout measurement. For any single measurement the resistance will 

be equal to: 

𝑅→ =
𝑉→+𝑉𝑠𝑒𝑒𝑏𝑒𝑐𝑘

𝐼→
,   𝑅← =

𝑉←−𝑉𝑠𝑒𝑒𝑏𝑒𝑐𝑘

𝐼←
    (2-20) 

Here → denotes a direction of current. Therefore, bidirectional resistance measurements 

were performed in all instances to remove any contribution from the induced Seebeck 

voltage.231  

2.3.1.2. The Van der Pauw Method 

In the Van der Pauw method, four electrodes contact one face of a sample with an arbitrary 

shape of uniform thickness.232 The thickness, t, of the sample is considerably less than 

both the length and the width of the sample and the measurement effectively provides a 

sheet resistance. In the measurement, 8 voltage readings are taken around the periphery of 

the sample as shown in Figure 2-10. Assuming that the sample has perfect symmetry, the 

resistivity of the sample can be determined from an average of two resistivities: 

𝜌𝐴 =
𝜋

𝑙𝑛2
𝑡

(𝑉1−𝑉2+𝑉3−𝑉4)

4𝐼
     (2-21) 

𝜌𝐵 =
𝜋

𝑙𝑛2
𝑡

(𝑉5−𝑉6+𝑉7−𝑉8)

4𝐼
    (2-22) 

In addition to electrical resistivity measurements, this electrode arrangement can also allow 

for Hall resistivity measurements.233 

Van der Pauw resistivity measurements have been performed on the sample with 

composition Cu12Sb4S13. A Quantum Design PPMS-9 instrument was used in the 

resistivity mode configuration. The sample was a square pellet with dimensions length=5 

mm, width=5 mm and thickness=1 mm. Silver soldered contacts were made to each corner 

of the face of the square and data were recorded over the temperature range T=1.5 – 300 

K. 
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Figure 2-10 – Eight electrode arrangements used to determine the resistivity using the Van 

der Pauw method.233 The square shape connecting each black dot simply represents the 

electrical connections across a sample with an arbitrary shape. Reproduced from 233 

Copyright© Tektronix. Reprinted with permission. All Rights Reserved. 

2.3.2. Seebeck Coefficient Measurement 

The Seebeck coefficient, S, is the fundamental physical property that describes the 

material’s ability to turn a thermal gradient into an electrical voltage. Therefore, it can be 

determined experimentally from the measurement of a thermal gradient and the induced 

voltage,234–236 and defined by the equation:  

𝑆 =
𝛥𝑉

𝛥𝑇
       (2-23) 

Here, ΔT, is the temperature difference and, ΔV, the voltage difference. A thermal gradient 

is applied to the sample and the measurement of the voltage and the temperature should be 

performed at the same point of contact and at the same time. In practice this is not possible 

as the two measurements interfere with one another. Often the compromise allows for the 

thermal gradient and voltage to be measured from a shared point of contact, and hence 

there is a short time delay between the ΔT and ΔV measurements. 

There are two conventional methods to extract the Seebeck coefficient from the data. The 

first uses a linear interpolation over multiple points in the curve of ΔT vs. ΔV  and the value 

of the gradient is the Seebeck coefficient, this allows for the removal of any offset in the 

measurement.235 This is typically used for small values of ΔT and has been used throughout 

this work. It is also possible to calculate the Seebeck coefficient over large temperature 

differentials using an integral method.235  
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Figure 2-11 – Circuit diagram of the thermocouple and voltmeter layout used for 

measurement of the Seebeck coefficient: V is a voltage probe, Th and Tc are the hot side 

and the cold side. 

Seebeck coefficient measurements were performed using a Linseis LSR-3 with a 

temperature difference between the heating elements of ΔT = 50 K leading to a temperature 

difference of ca. ΔT = 3-11 K between the Seebeck measurement electrodes. The 

contribution to the Seebeck coefficient from the platinum electrodes was subtracted using 

the Linseis evaluation software and the Seebeck coefficients were calculated using the 

differential method over 3 increments of ΔT. The experiments were performed under a He 

atmosphere and over the temperature range T = 300 – 925 K with temperature increments 

of 10 K for each of the bornite samples, Cu5-x+yFe1-yS4, as well as the samples with 

composition Cu9Fe9S16, Cu9Fe8S16 and CuFeS2.  

2.3.3. Linseis LSR-3 

This instrument was used for variable temperature Seebeck coefficient and electrical 

resistivity measurements during a single experiment and is equipped with a water cooled 

infra-red furnace. Two alumina arms provide a large thermal pathway to reduce thermal 

transport between either end of the sample. The samples were loaded between the two 

arms which house a pair of platinum electrodes that were used to pass a current during the 

resistivity measurement. The bottom arm houses a heating element that produced the 

temperature gradient. Two additional thermocouples extend from a third arm, these 

thermocouples were used to monitor the voltage and temperature difference for the 

electrical resistivity and Seebeck coefficient measurements (Figure 2-12).236 
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Figure 2-12 – (a) – Circuit diagram of the measurement set-up used on the LSR-3 

instrument: V is a voltage probe, ← is the current source and circles connected to the 

sample represent the electrode-sample contact interfaces, Th and Tc are the hot side and 

the cold side. (b) – image of the sample enclosure in the Linseis. ((c) annotated image) 

2.4. Thermal Characterisation of Thermoelectric Materials 

The importance of the thermal conductivity was outlined in chapter 1, this can be 

determined experimentally by measuring the thermal diffusivity. In addition to the thermal 

conductivity, the specific heat capacity provides critical information on the phase 

behaviour of materials. Modelling the curve of Cp at low temperatures can provide 

important information on the thermal transport constants of a material. The experimental 

methods to determining these properties will be investigated here. 

2.4.1. Differential Scanning Calorimetry (DSC) 

The specific heat capacity, Cp with units J K-1 g-1, represents the amount of energy required 

to heat a material by a unit of temperature, K. The temperature dependence of this quantity 

reveals the phase-transformation behaviour of matter because the transformations are 

thermodynamic events. DSC provides a fast and reliable technique for determining the 

specific heat capacity of samples as a function of temperature. 

Prior to collection of the DSC data, samples are typically loaded into a pan of known 

material (aluminium) and weight. Data were collected for the sample-loaded pan and a 

reference pan so that any contribution from the pan could be subtracted. In the TA DSC 

Q2000 calorimeter, the pans sit on a constantan heat-flow assembly within the furnace of 

the heat-flux DSC. The constantan assembly transfers heat to the two pans, its thermal 

resistivity and temperature is monitored, and the temperature of each pan is monitored to 

give values for ΔT. The heat flow, q with units W, is calculated from: 
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𝑞 =
𝛥𝑇

𝑅
       (2-24) 

Here, R with units K W-1, is the thermal resistance. The heat capacity of material can be 

determined by a comparison method of the reference, with a known heat capacity, to the 

sample: 

𝐶𝑝𝑠𝑎𝑚𝑝𝑙𝑒
=  

(𝑚∙𝐶𝑝∙𝛥𝑇)𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

(𝑚∙𝛥𝑇)𝑠𝑎𝑚𝑝𝑙𝑒
     (2-25) 

Here, m, is the mass. The phase-transition temperatures can be determined from the 

maximum in intensity for the signatures in the heat-capacity data. 

Finely ground powdered samples of bornite, Cu5-x+yFe1-yS4, ca. 5-15 mg were loaded, 

sealed and clamped into capped aluminium pans. DSC measurements were carried out 

across the temperature range T = 163 -673 K with a heating rate of 20 K min-1 using a TA 

DSC Q2000 calorimeter. For the tetrahedrite, Cu12Sb4S13, measurements were performed 

between T = 1.5 – 300 K on a small fragment of the pelletised sample (ca. 3 mg) and using 

a Quantum Design PPMS-9 in the Heat Capacity configuration. 

2.4.2. Thermal Diffusivity 

The thermal conductivity of solids can be determined through a number of methods. Early 

techniques involved measurement of the growth of a temperature gradient, ΔT, across two 

points of a sample using thermocouples. However, thermal losses through surface radiation 

and to thermocouple wires may lead to significant measurement errors. As a result, these 

techniques are not reliable at high temperatures. The light-flash analysis (LFA) technique 

is conventionally used for ambient-temperature and high-temperature measurements.237 

The lamp produces a pulse of light that strikes the rear face of the sample and a detector 

monitors the change in temperature on the opposing face (Figure 2-13). This method 

allows for the thermal diffusivity, α with units mm2 s-1, of the material to be quantified by 

the equation: 

𝛼 = 0.1388 ∙
𝑙2

𝑡1/2
      (2-26) 

Here, l, is the length of the sample and, t1/2, is the temperature decay time. The temperature 

of the sample increases for a short time after the pulse of light to ΔTmax and t1/2 is the 

temperature decay time for the system to reach ΔT1/2max. This equation assumes a 1-

dimensional system with no thermal losses. There are numerous pulse corrections that can 
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be applied to appropriately model the 3D system on which measurements are made. The 

thermal conductivity, κ, can be calculated using the thermal diffusivity in the equation: 

𝜅 = 𝜌 ∙ 𝐶𝑝 ∙ 𝛼       (2-27) 

Here, ρ, is the sample density. This technique gives the total thermal conductivity, κt, and 

the electrical contribution to the thermal conductivity, κe, can be estimated from the 

resistivity measurements mentioned in section 2.1.3 and using equation 1-9. The specific 

heat capacity can be determined using equation 2-25 and a reference sample. In this work, 

the Dulong-Petit heat capacity (see below) has been used, in place of the experimental 

specific heat capacity, to determine the thermal conductivity of samples. 

For all variable temperature thermal diffusivity measurements, the circular faces of 

samples, with dimensions diameter  =12.7 mm ±0.2 and thickness = 0.7-1.4 mm, were 

coated with graphite spray. This allows for better absorptivity and emissivity of the light 

radiation. The coated samples were loaded into the sample holder of the instrument and 

measurements were performed between T = 300 – 600 K using a NETZSCH LFA-447 

fitted with a liquid N2 cooled indium-antimonide detector (Figure 2-13). Measurements to 

higher temperatures (T = 300 – 900 K) were performed using an Anter FlashLine3000 

fitted with a liquid-nitrogen-cooled indium-antimonide detector.  The Cowan pulse 

correction238  was applied to samples with composition, Cu5-x+yFe1-yS4, for measurements 

performed in the NETZSCH LFA-447, meanwhile the Clarke and Taylor pulse 

correction239 was applied to the measurements performed on the Anter FlashLine3000 and 

for sample Cu4.97Fe0.97S4.  

2.4.2.1. Dulong-Petit Heat Law 

This law states that the molar heat capacity of compounds is close to a constant value, 3R, 

where R = 8.314 J mol-1 K-1 is the gas constant. This holds true for many elementary solids 

as it derives from the three rotational degrees of freedom of an atom. This approximation 

to Cp can be calculated from: 240  

𝐶𝑝 =  
3𝑅

𝑀
      (2-28) 

Here, M, is the average mass of an atom in the sample. This value is an estimate, but it 

allows for consistency between laboratories. Also, using this estimation allows for the 

removal of local maximum or minimum in Cp that occur with structural phase transitions. 
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Figure 2-13 – Schematic diagram of the Netzsch LFA-447 equipment used for the thermal 

diffusivity measurements.  

2.5. Energy Dispersive X-ray (EDX) Spectroscopy 

The generation of X-rays was described in section 2.2.1 and the characteristic Kα1, Kα2 and 

K𝛽 wavelengths were stated for copper. The set of characteristic wavelengths that are 

generated is unique for each of the elements. Therefore, the elemental components in a 

sample and their quantity can be determined using EDX spectroscopy. In the measurement 

the sample is bombarded by a high-energy electron beam and a detector measures the 

emitted X-radiation over a wide energy range. The position and relative intensities of the 

characteristic peaks are analysed against a database to quantify the data. 

 EDX measurements were performed using a scanning electron microscope instrument, 

ThermoFisher Scientific Quanta 600F, under an atmospheric pressure of ca. 10-3 bar and 

using an accelerating voltage of 20 kV. Pelleted samples with a composition, Cu5-x+yFe1-

yS4, and dimensions diameter = 12.7 mm ±0.2  and thickness = 0.7-1.4 mm were mounted 

onto aluminium stubs with carbon tabs prior to loading them into the instrument. The 

sample composition was calculated from an average value over 6 individual EDX area 

spectra. 

2.6. Superconducting Quantum Interface Device (SQUID) Magnetometry 

The magnetic susceptibility of materials can be determined by applying a magnetic field to 

the sample and measuring the magnetisation. SQUID magnetometers allow for the 

detection of very weak magnetic phenomena by exploiting quantum effects across 
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Josephson junctions. Two thin layers of non-superconducting material are parallel to one 

another within a superconducting ring. An external magnetic field is applied, and a sample 

is systematically passed through the internal diameter of the SQUID leading to quantum 

electrodynamic interactions across the Josephson junction. This causes oscillations in the 

measured voltage across the ring which can be related to the magnetisation of the material. 

Magnetic susceptibility measurements were performed by the staff at the materials 

characterisation lab at the ISIS neutron facility using a SQUID Magnetometer, Quantum 

Design MPMS XL-7. Prior to loading the sample into the instrument, a small amount (ca. 

10 mg) of the sample with composition, Cu12Sb4S13, was loaded into a gelatine capsule 

with PTFE tape and sealed into a plastic drink straw. This was used as a sample vessel 

during the experiment and the data was corrected by subtracting the contribution from the 

gelatine capsule of known weight.  
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 Seebeck-Resistance-Diffraction in-situ Cell: 

Development and Structure-Property Studies 

3.1. Introduction 

Instruments such as the Linseis LSR-3 allow for variable temperature and simultaneous 

measurement of the electrical properties of bulk or thin-film thermoelectric materials and 

provide the Seebeck coefficient, 𝑆, and electrical resistivity, ρ (Figure 2-12(b)).241,242 This 

type of equipment is crucial for the study of thermoelectric materials.234–236,243,244 

Meanwhile, the high-intensity neutron diffraction instruments, such as POLARIS, can 

provide conclusive structural information of solid-state materials. Modern techniques allow 

for the collection of these structural data with external experimental parameters, such as 

variable temperature or pressure. 

In practice the observed changes within the electrical transport properties and structural 

behaviour are decoupled because the electrical and structural data are measured in different 

instances. This may introduce inconsistencies between the individual experiments. 

Measurement of the electrical transport properties simultaneously with the collection of 

diffraction data would greatly enhance the merit of these experiments, especially when the 

materials are known to show structural phase transitions. An in-situ measurement of these 

data would allow for the structure and properties of materials to be directly linked by 

removing the discrepancies introduced by experimental procedures, temperature 

monitoring and sample preparations. In order for these types of experiments to be realised, 

bespoke sample environment cells must be designed, built and tested. 

As part of the user program at the ISIS neutron facility, an in-situ cell is available for 

variable temperature and simultaneous measurement of neutron diffraction data with either 

electrical resistivity data, ρ, or electrical impedance spectroscopy data.245–247 Meanwhile 

Yuan et al. have developed a high-temperature high-pressure Seebeck-resistance XRD cell 

that measures resistance using the Van der Pauw method and utilises the natural gradient 

across the sample, thus using a single ΔT vs. ΔV point to determine the Seebeck 

coefficient.248 This work seeks to create a first of its kind in-situ cell that can 

simultaneously measure the Seebeck coefficient, S, electrical resistivity, ρ, and neutron 

diffraction data. The diffraction-resistance cell provided a starting drawing for this novel 

cell, further additions to the design included the installation of a heater to allow for the 
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creation of a thermal gradient across a sample and additional temperature probes to allow 

for the temperature gradients to be monitored and quantified.235,236,249  

3.2. Final Design of the Cell 

The new cell (Figure 3-1, Figure 3-2(a)) was designed for use within the RAL-4 furnace 

and on the beamlines POLARIS and GEM at the ISIS neutron diffraction facility.250,251 On 

the exterior face of the mounting flange, two 16KF Jaeger adapters are fitted at 180° to one 

another, allowing for the electrical connections to pass through a gas-tight seal (Figure 

3-2(b)). The first of these has 3 thermocouple connections and 4 connections to electrodes 

(Figure 3-2(c)), the second fitting allows for a power supply to be connected to an internal 

heating element (Figure 3-2(d)). At 60° from the Jaeger fittings there is a pair of gas 

inlet/outlet tubes passing through the flange to allow for the sample chamber to be 

evacuated of air or filled with gas as per the experimental requirement (Figure 3-2(b)).  

Two additional gas-tight fittings, at 30° from the Jaeger fittings, allow K-type 

thermocouples to pass through the mounting flange (Figure 3-2(b)). At the centre of the 

mounting flange is an adjustable screw that can increase pressure across a spring loaded 

system in the cell that extends to the sample enclosure assembly (Figure 3-2(b)). 

On the internal face of the mounting flange there is a seat for a rubber O-ring (Figure 

3-2(c)), allowing for a gas tight metal-to-glass junction between the glass sheath and the 

mounting flange. The external heat shielding baffle array over-lays the glass sheath and is 

tightened onto the faceplate providing pressure between the glass sheath and the O-ring 

(Figure 3-3(c)). 

The glass sheath is thinned, from an internal:external diameter of 40:42 mm to 40:41 mm, 

around the circumference of the sample area as to minimise the intensity of background 

contribution from the glass sheath (Figure 3-3(b)).  The glass sheath has an internal 

diameter of 40 mm, all of the electrical connectors are contained within the glass sheath. 

On the internal face of the mounting flange, a pair of threaded holes at -30° from the Jaeger 

fitting allow for alumina arms to be inserted (Figure 3-2(c)). These extend to the sample 

enclosure. A metal guide tube extends from the centre of the mounting flange to the sample 

enclosure, to which the secondary heat shielding baffle array is fitted. The spring-loaded 

mechanism extends through the guide tube and into a copper block, onto which the load is 

applied. 
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The load-contacting copper block is threaded onto a smaller copper block which allows for 

the fastening of the boron-nitride enclosure (flange-end). Similarly at the opposing end of 

the sample enclosure, a copper block is attached to the boron-nitride housing (heater-end). 

This end of the sample enclosure is secured to the body of the cell by means of the alumina 

arms and a set of ceramic screws (Figure 3-2(d)). Two platinum electrodes sit at either end 

of the copper block/ boron-nitride assembly, a ceramic disc is fitted between the flange-end 

copper block and the platinum electrode. 

The two K-type thermocouples that pass through individual thermocouple fittings measure 

the gaseous temperature in the sample environment area and allow for furnace temperature 

control. Three K-type thermocouples are fitted into the Jaeger fitting; one is inserted into 

the heating block to allow for temperature control of the heating element, the other two are 

in contact with the two Pt electrodes in the sample enclosure and monitor the temperature 

gradient of the sample. Two platinum wires are connected to each platinum electrode. Each 

wire is fitted with ceramic beads and the wires that cross the pathway of the diffracted 

radiation are enclosed in a boron-nitride wire feed. The copper block at the heater end of 

the sample enclosure is wrapped with resistive heating wire and allows for the thermal 

gradient to be induced across the sample.  

The final cell design was reached after testing rounds on the cell. An overview of this 

testing phase is presented in the following section. 

3.3. Testing and Development of the In-Situ Cell 

When measuring the Seebeck coefficient, it is essential to measure the voltage and 

temperature at the same points on the sample.235 The first prototype of the cell included 

two platinum thermocouple wires attached to the Pt electrode discs, this led to an electrical 

interference with the thermocouples and unreliable temperature data.252 Further to this, it 

was clear that an electrical short across the cell was impeding electrical measurements. 

Modifications were made to the design of the cell: the platinum thermocouples were 

replaced with electrically insulated K-type thermocouples and a ceramic spacer was 

installed to provide electrical insulation. 
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Figure 3-1 – Schematic drawing of the thermopower-diffraction cell for use at high 

temperatures. Acknowledgement is made to the ISIS drawing office. 
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Figure 3-2 – (a) Image of the in-situ cell with the glass sheath and heat-shield baffle-

array. Images provide a visual guide to the (b,c) flange fittings; and (d) sample enclosure.  
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Figure 3-3 – Image of the in-situ cell with the glass sheath and exterior heat-shield baffle-

array pictured separately.  

(a) (b) (c) 
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Electrical tests on the modified device showed that reliable electrical and thermal data 

were being recorded. A preliminary temperature-dependence experiment utilised 

LabView253 to control the hardware and the electrical current was measured bi-

directionally to subtract the contribution of the Seebeck voltage.249 The electrical and 

temperature data were recorded for a sample of bornite, composition Cu4.99Fe0.98S4; 

dimensions ca. r = 5 mm, l = 10 mm, prepared using the mechanochemical and hot-

pressing technique described in Chapter 4. During the experiment, a single temperature 

point, ΔT = 50 K, was used to determine the Seebeck coefficient. The method employed 

here to extract the Seebeck coefficient is not conventional;249,254 even so, the experiment 

clearly demonstrated that the cell is capable of monitoring anomalies in the electrical 

behaviour (Figure 3-4).143 

 

Figure 3-4 – Temperature dependence of (a) the Seebeck coefficient and (b) the electrical 

resistivity for the sample with composition Cu4.99Fe0.98S4. Black – Linseis LSR-3 data; Red 

– in-situ cell data. 

These experiments demonstrated limitations in the hardware255 and the Seebeck 

measurement technique. In following experiments, the electrical measurement hardware256 

was changed and software procedures were adapted to work with the IBEX beamline 

control software.257 In a repeated experiment, the ΔT vs. ΔV data recorded at each 

temperature showed a linear relationship which extends close to the origin, ΔT = 0 K, ΔV = 

0 V (Figure 3-5). The observation of a linear relationship in ΔT vs. ΔV, as seen here, is 

crucial and shows that there is good thermal and electrical contact at the metal-

semiconductor interface.236 

After the first round of modifications, there was a small separation in distance between the 

thermocouple and the electrodes. Following rounds of off-line and on-line experiments, a 

final modification sought to ensure that the electrically insulated thermocouples were in 
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direct contact with the electrodes to improve determination of the Seebeck coefficient. This 

modification allows for more accurate monitoring of the temperature gradient as the 

thermocouples are in direct contact with the electrodes that monitor the Seebeck voltage.  

 

Figure 3-5 - ΔT vs. ΔV data recorded on the bornite sample with composition 

Cu4.99Fe0.98S4 at 510 K and determined using the in-situ cell. 

3.3.1. Minimising Contact Resistances 

The electrode layout used in this in-situ cell leads to an inherent contact resistance between 

the electrodes and the sample because it is not a true 4-probe resistance geometry.258,259 In 

an attempt to remove or reduce the contact resistance between the sample and electrodes, 

intermediate electrodes and alternative electrode geometries were investigated. 

In other studies of thermoelectric materials, the use of eutectic metals as intermediary 

electrodes has proved to be effective for removing contact resistances.260 Using these 

eutectic metals in the cell would ultimately lead to the corrosion of the platinum electrodes. 

Improvements in the contact resistance could reasonably be made by following better 

preparation methods for the electrode-contacting surfaces of the pelletised sample, using 

intermediate graphite electrodes or by sputter coating the electrode-contacting surfaces of 

the sample with gold or platinum.261,262 However, the contact resistance could not be 

removed completely. Therefore it is expected that the use of other intermediary electrodes, 

such as hot-pressed contacts or colloidal solutions, would show similar results.263–265  

The investigation into an alternative electrode geometry sought to split the electrodes at 

either end of the sample into two discrete electrodes to provide four electrical points of 

contact to the sample. An explanation of the two-probe266 and four-probe249 electrode 

geometries is provided in chapter 2. An explanation of the proposed electrode geometry is 

not found in the literature however. The experiments carried out here proved that splitting 
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the electrode would not allow for the removal of contact resistances. No modifications to 

the cell resulted from these experiments, however the sample preparation techniques and 

employment of sputter coated surfaces were implemented in the following on-line 

experiments. 

3.3.2. Preliminary Diffraction Experiments on Tetrahedrite, Cu12Sb4S13 

The neutron diffraction data collected on this in-situ cell should be of sufficiently high 

quality as to allow for full Rietveld refinements of structural models. Here a synthetic 

sample of the high-performance thermoelectric mineral tetrahedrite, Cu12Sb4S13, prepared 

using mechanochemical and hot pressing techniques (described in chapter 6) was taken for 

diffraction experiments on the POLARIS beam line.160 Neutron data were collected for ca. 

1 hr or 170 μA at room temperature. Background diffraction data for the glass sheath and 

boron-nitride housing were recorded on an empty cell ca. 0.5 hr or 85 μA at room 

temperature.  

Figure 3-6 shows the diffraction patterns for the empty cell. Bragg reflections 

corresponding to the boron-nitride holder and platinum electrodes are present. There is also 

a diffuse scattering contribution to the background from the glass sheath. Upon comparing 

the diffraction pattern of the empty cell to the diffraction pattern of the cell with a sample 

inserted, it is clear that the relative intensity from the sample environment is minimal 

(Figure 3-6). The Mantid analysis software may be used to subtract the background 

contribution, the resulting diffraction pattern is also shown in Figure 3-6.210 

Individual Rietveld analyses were performed using the powder neutron diffraction data 

including and excluding the background contribution. The multi-bank refinements, 150°, 

90° and 50° (banks 5, 4 and 3, respectively), of the sample revealed a majority tetrahedrite 

phase, Cu12Sb4S13 (indexed using the cubic unit cell with space group I4̅3m) and an 

impurity kuramite-type phase (Cu3SbS4 which could be indexed to a tetragonal unit cell, in 

space group I4̅2m).164 For the data including the background contribution, the Bragg 

reflections from the boron-nitride holder were not modelled and the reflections 

corresponding to this phase are visible in the difference curve. For the data from each 

bank, the background interference from the glass sheath was modelled with many 

background parameters, ca. 30, and the shifted Chebyshev function.  
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Figure 3-6 – Room temperature neutron diffraction patterns for Cu12Sb4S13 collected using 

the in-situ cell. Black - the contribution to the background from the glass sheath, boron-

nitride holder and platinum disc and; red - the resulting patern after subtracting the 

background pattern from; blue – the collected diffraction pattern of the sample in the cell. 

The goodness-of fit parameters from each of the Rietveld analyses were reliable. The data 

including the background contribution gave χ2 = 6.066, Rwp = 3.90, 3.73 and 3.55 % for the 

150°, 90° and 50° banks, respectively (Figure 3-7). In comparison, the goodness of fit 

parameters for the data with the background subtracted gave χ2 = 2.409, Rwp = 5.59, 4.81 

and 3.82 % for the 150°, 90° and 50° banks, respectively (appendix B). Therefore, it is not 

necessary to implement a background subtraction in order to achieve a reliable structural 

analysis of thermoelectric materials when using the Seebeck-Resistance-Diffraction cell. 

However, it should be noted that higher values of χ2 can be expected when the background 

diffraction data is not subtracted. Furthermore, the resulting structural model from Rietveld 

refinement shows that the expected ‘rattler’ site has a large and anisotropic thermal 

displacement parameter, indicating that the finer details of crystal structures can be 

determined after Rietveld analysis using data collected using this cell (see e-appendix). 
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Figure 3-7 – Full Rietveld refinement profiles from multi-bank refinements; (a),(b) and (c) 

correspond to the diffraction data collected at 293 K on Cu12Sb4S13 for the 150°, 90° and 

50° degree banks (banks 5, 4 and 3), respectively. Black points – observed, Red line – 

calculated, Blue line – difference profile. Pink markers - I4̅3m phase of tetrahedrite and 

blue markers - 𝐼4̅2𝑚  phase of kuramite-type phase.  
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3.4. In-Situ Investigations into Copper-Chalcogenide Thermoelectrics 

3.5. Kesterite Thermoelectrics, Cu2ZnGeSe4 

Validation of this cell was pursued through a variable-temperature experiment on a known 

thermoelectric material with subtle structural anomalies to demonstrate that the advantages 

afforded by neutrons can be utilised with this cell. Previous neutron diffraction 

experiments on Cu2ZnGeSe4 (CZGSe) at room temperature by P. Mangelis et al. and S. 

Schorr et al. reveal an inherent partial cation disorder over a number of the cation 

sites.267,268 Here copper occupies three sites, 2a, 2b and 2c. 

In a fully ordered kesterite structure, the 2a and 2b sites would be occupied by Cu and Zn, 

respectively. The CZGSe kesterite is not fully ordered at room temperature and instead has 

site occupancy factors at the crystallographic sites of ca.  SOFCu=0.85 and SOFZn=0.15 for 

the 2a site, and vice versa for the 2b site;267,268 or ca. SOFCu=0.7 and SOFZn=0.3 at the 2a 

site.269 In each of these studies, the 2c site has SOFCu=1 at room temperature. For the 

stoichiometric phase, variable temperature 63Cu NMR spectroscopy data collected by Zeier 

et al. revealed that, at room temperature, there are at least two unique copper sites within 

the structure.270  

 

Figure 3-8 –  Perspective view of the structure of Cu2GeZnSe4 as suggested by Mangelis et 

al.269 at (a) – 300 K; (b) -525 K; Space group: I4̅, Yellow: Sulphur; Grey – Germanium; 

blue – copper 2c site; Red – Zinc rich 2b site; Purple - Copper rich 2a site and; Pink – 

disordered copper and zinc 2a/2b sites. 
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Upon heating, two of the Cu environments (2a and 2b in Figure 3-8) transform into a 

single Cu environment, this behaviour has been proposed as an order-disorder transition. 

Variable-temperature neutron diffraction and DSC data collected by Mangelis et al. 

confirm that this is a second-order structural phase transition. This observation is supported 

by the DSC data collected by Zeier et al.271 High-temperature neutron diffraction data 

analysis revealed that the 2a and 2b sites, which are partially disordered at room 

temperature, become fully disordered with an equal occupancy of copper and zinc cations 

at each site, and the 2c site maintains a SOFCu=1. 

The sample with composition Cu2.125ZnGe0.875Se4 showed improved thermoelectric 

performance compared to the stoichiometric phase. This was a result of substantial 

improvements in the electrical behaviour of the material. As such, the sample was taken for 

in-situ neutron diffraction experiments to provide an understanding of the electrical 

behaviour as a function of temperature. 

3.5.1. Experimental Procedures for the In-Situ Investigations of 

Cu2.125Ge0.875ZnSe4 

A sample with composition Cu2.125Ge0.875ZnSe4 was synthesised using the same techniques 

as described by Mangelis et al.269 Elemental components, copper (Sigma Alrich, powder, 

99.95%), zinc (Sigma Aldrich, powder, <150 μm, 99.99%), germanium (Sigma Aldrich, 

powder, 99.99%) and selenium (Sigma Aldrich, shot, 99.99%), were ground together in an 

agate pestle and mortar then sealed into a fused silica tube under a pressure of 10-4 mBar. 

The mixture was heated at 2 K min-1 to 923 K and held there for 48 hours then cooled 

naturally. After grinding, the sample was heated to 1073 K for 96 hours. The resulting 

crystalline powder was hot pressed at 873 K and 65 bar under a N2 atmosphere for 45 

minutes. The resulting pellet had dimensions of ca. l = 14 mm and diameter = 12.7 mm, 

the pellet was sanded to a diameter of 10 mm and the circular faces were polished with up 

to 7000 grit sandpaper and coated by platinum sputter coating.  

The neutron diffraction experiments were performed over the temperature range T = 300 – 

500 K using the POLARIS diffractometer in the RAL-4 furnace. Diffraction and electrical 

data were collected using the in-situ cell and recorded every 25 K on heating and every 50 

K on cooling down to 380 K. Multibank refinements were carried out using data from the 

150°, 90° and 50° banks and the GSAS software package.209 



Chapter 3  Sebastian Long 

 

78 

 

The initial structural model was constructed using the description of the room-temperature 

structure of CZGSe provided by Mangelis et al.269 During Rietveld analysis using the 

neutron diffraction data, the thermal parameters of cations at each site were allowed to 

refine individually. The site occupancy factors were constrained during Rietveld 

refinement to maintain the nominal composition of Cu2.125ZnGe0.875Se4 for T < 400 K. At 

temperatures, T > 400 K, least-squares refinements of the structural model become 

unstable if partial ordering of the Cu and Zn was modelled across the 2a and 2b sites. 

Therefore, these sites were constrained to a common value, this provided a stable least-

squares refinement and allowed for convergence to be achieved.  

3.5.2. Diffraction Results from the Experiment on Cu2.125Ge0.875ZnSe4 

X-Ray diffraction analysis revealed the presence of impurity phases; zinc selenide in small 

quantities and copper selenide in trace quantities. This is consistent with the observations 

made by Mangelis et al. when synthesising copper-substituted CZGSe kesterites.269 The 

zinc-selenide impurity phase was included during Rietveld analysis of the neutron 

diffraction data and was present in 8.615(8) wt% at 300 K. The electronic phase transition 

at low-temperature is described as a second-order metal-semiconductor phase 

transition.188,271 This transition is known to be second order in nature and no new Bragg 

reflections are observed in the diffraction pattern at temperatures above the metal-

semiconductor phase transition (Figure 3-9). 

The lattice-parameters, a and c, increase with increasing temperature across the entire 

temperature range. There is an anomaly in the lattice parameter behaviour observed at T = 

350 – 375 K, ca. 100 K below the expected metal-semiconductor transition temperature 

(Figure 3-10). Temperature dependence of the lattice parameters for the stoichiometric 

phase, as investigated by Mangelis et al., showed a linear increase over the entire 

temperature range investigated. Here, the temperature increments across T= 300 – 400 K 

were smaller, Tn = Tn-1 + 25 K compared to Tn = Tn-1 + 50 K, allowing for the observation of 

this anomaly in the lattice parameters at 350 K (Figure 3-10). 

At 300 K, the fractional site occupancies of copper at the 2a and 2b sites in the c = 0 plane 

are SOFCu = 0.778(59) and 0.222(59) (Figure 3-11), with the remaining fraction at each site 

being occupied by zinc. This observation is in excellent agreement with the SOFCu values 

proposed by both Schorr et al.268 and Mangelis et al.269  
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Figure 3-9 – Full Rietveld refinement profiles from multi-bank refinements of 

Cu2.125Ge0.875ZnSe4; (a),(b) and (c) correspond to the diffraction data collected at 295 K on 

for the 150°, 90° and 50° degree banks (banks 5, 4 and 3), respectively; (d), (e) and (f) 

correspond to the diffraction data collected at 548 K. Black points – observed, Red line – 

calculated, Blue line – difference profile, green line – background, pink lines - I4̅ phase of 

Cu2.125Ge0.875ZnSe4 and blue lines - F4̅3m phase of ZnSe. 

Here, the site occupancy factors of the copper and zinc at the 2a and 2b sites appear to 

have some temperature dependence, i.e. they become more disordered with increasing 

temperature up to ca. 425 K, at which point they become fully disordered. This is 

consistent with the observations made by Mangelis et al.269 This order-disorder transition 

is observed over the temperature range T = 450 – 475 K for the stoichiometric sample. For 
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the substituted sample Cu2.125ZnGe0.875Se4 investigated here the transition is observed over 

T = 400 – 425 K, suggesting the transition temperature decreases as a result of substituting 

copper for germanium. The summed site occupancy factor at the 2a and 2b sites are 

SOFCu+Zn=0.90(12) at 525 K. The presence of a SOFCu+Zn<1 indicates that some of the 

copper and zinc may become delocalised, and occupy the remaining tetrahedral holes, in 

the high-temperature phase. 

 

Figure 3-10 – Temperature dependence of the lattice parameters of the sample with 

nominal composition Cu2.125Ge0.875ZnSe4, determined from multibank Rietveld refinements. 

Error bars are shown and appear within points. 

 

Figure 3-11 – Temperature dependence of the site occupancy factor of copper at the 2a  

and 2b sites  for the sample with nominal composition Cu2.125Ge0.875ZnSe4, determined 

from multibank Rietveld refinements. Error bars are shown and appear within points 

above 400 K. 
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Table 3-1 – Crystallographic parameters determined from the neutron diffraction data 

collected at 295 K for the sample with composition Cu2.125Ge0.875ZnSe4. 

Temperature  295 K     

Kesterite 

Phase       

Space group  I4̅     

Phase fraction wt% 91.39(9)     

a/ Å  5.60559(3)     

c/ Å  11.04303(9)     

Name 

Wy. 

Sym. x y z Uiso/ Å
2
 SOF 

Cu(1) 2c 0 0.5 0.25 0.010(1) 1 

Cu(2) 2a 0 0 0 0.0074(27) 0.22(6) 

Zn(2) 2a 0 0 0 0.0074(27) 0.78(6) 

Cu(3) 2b 0 0 0.5 0.0082(29) 0.78(6) 

Zn(3) 2b 0 0 0.5 0.0082(29) 0.22(6) 

Cu(4) 2d 0 0.5 0.75 0.029(1) 0.125 

Ge(4) 2d 0 0.5 0.75 0.029(1) 0.875 

Se 8g 0.2484(26) 0.2581(6) 0.1251(5) 0.0108(3) 1 

ZnSe phase       

Space group  F4̅3m     

Phase fraction wt% 8.61(9)     

a/ Å  5.66439(14)     

Name 

Wy. 

Sym. x y z Uiso/ Å
2
 SOF 

Zn 4a 0 0 0 0.0088(3) 1 

Se 4c 0.25 0.25 0.25 0.0088(3) 1 

Bank 3 Rwp/ % 3.11 Rp/ % 2.76   

Bank 4 Rwp/ % 3.07 Rp/ % 4.24   

Bank 5 Rwp/ % 2.56 Rp/ % 3.30   

Overall Rwp/ %
 2.92 Rp/ % 3.45   

 χ2 15.01   
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Table 3-2 – Crystallographic parameters determined from the neutron diffraction data 

collected at 548 K for the sample with composition Cu2.125Ge0.875ZnSe4. 

Temperature  548 K     

Kesterite 

Phase       

Space group  I4̅     

fraction wt% 92.177(11)     

a/ Å  5.619281(1)     

c/ Å  11.0702(9)     

Name Wy. Sym. x y z Uiso/ Å
2
 SOF 

Cu(1) 2c 0 0.5 0.25 0.0140(10) 1 

Cu(2) 2a 0 0 0 0.0095(8) 0.456(6) 

Zn(2) 2a 0 0 0 0.0095(8) 0.456(6) 

Cu(3) 2b 0 0 0.5 0.0095(8) 0.456(6) 

Zn(3) 2b 0 0 0.5 0.0095(8) 0.456(6) 

Cu(4) 2d 0 0.5 0.75 0.0388(15) 0.125 

Ge(4) 2d 0 0.5 0.75 0.0388(15) 0.875 

Se 8g 0.2418 0.2587 0.12514 0.0296(4) 1 

ZnSe phase       

Space group  F4̅3m     

fraction wt% 7.823(11)     

a/ Å  5.67710(17)     

Name Wy. Sym. x y z Uiso/ Å
2
 SOF 

Zn 4a 0 0 0 0.0137(5) 1 

Se 4c 0.25 0.25 0.25 0.0137(5) 1 

Bank 3 Rwp/ % 3.24 Rp/ % 3.56   

Bank 4 Rwp/ % 2.79 Rp/ % 3.99   

Bank 5 Rwp/ % 2.18 Rp/ % 3.15   

Overall Rwp/ % 2.73 Rp/ % 3.57   

χ2 4.578 
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3.5.3. Electrical Behaviour of Cu2.125ZnGe0.875Se4 

Figure 3-12(a) and Figure 3-12(b) show the absolute and relative Seebeck coefficients 

determined from variable temperature experiments. These data were collected on the in-

situ cell and the sample with nominal composition Cu2.125ZnGe0.875Se4 synthesised as 

described above; and the equivalent data from the Linseis LSR-3 collected on sample from 

a different synthesis batch by P. Mangelis. Figure 3-12(c) and Figure 3-12(d) show the 

relative and absolute resistivity for these two samples. The relative resistivity was 

calculated from: 𝜌𝑖
(𝑇)

= 𝜌(𝑇) 𝜌375𝐾⁄  and relative Seebeck coefficient from: 𝑆𝑖
(𝑇)

=

𝑆(𝑇) 𝑆300𝐾⁄ . This was done to provide a more direct comparison between the two sets of 

data. 

 

Figure 3-12 – Temperature dependence of the electrical transport properties of samples 

with nominal composition Cu2.125Ge0.875ZnSe4, data recorded on the Linsies LSR-3 were 

collected on a sample synthesised by P. Mangelis. (a) Measured Seebeck coefficient; (b)  

relative Seebeck coefficient; (c) measured electrical resistivity; (d) relative resistivity. 

Though there is some discrepancy between the absolute values determined from the in-situ 

device and the LSR-3, the relative Seebeck coefficient and resistivity clearly demonstrate 

that there is excellent agreement for the temperature dependence of the electrical transport 

properties. The anomalies in the Seebeck coefficient are reliably mapped and the marked 

drop in the electrical resistivity across the temperature range T = 400 – 475 K is observed. 
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This anomaly coincides with the temperature of the order-disorder transition as observed in 

the diffraction data, where the cation ordering over the 2a and 2b sites becomes fully 

disordered. Notably the temperature at which this anomaly is observed is also in excellent 

agreement between the two instruments.  

Interestingly, the behaviour in the low-temperature part of the curve of ρ(T), determined 

using the in-situ cell, exhibits an additional anomaly that is not seen in the data recorded on 

the LSR-3. There is however an anomaly in the lattice parameter values with increasing 

temperature that coincides with this anomaly in the electrical properties (Figure 3-10). 

This experiment clearly demonstrated the reliability of the cell in monitoring structure 

property relationships in thermoelectric materials. With this strong confirmation of the 

reliability of the cell the following investigations sought to investigate the n-type copper 

chalcogenides which show interesting structural behaviour with temperature. 

3.6. In-Situ Experiments Investigating some Cu-Fe-S Based Thermoelectrics  

Chalcopyrite, CuFeS2, is the most abundant of copper-containing sulphide minerals. The 

Cu-Fe-S system that it belongs to has been studied by mineralogists for many years due to 

the rich structural chemistry that this system offers. The central area of the Cu-Fe-S phase 

diagram at high temperature is characterised by a multitude of structural phases, such as 

chalcopyrite, talnakhite and mooihoekite, along with an intermediate solid state (iss) cubic 

phase.146 These structural phases are closely related and show remarkably similar 

diffraction patterns.  

Chalcopyrite has been studied for its potential as a thermoelectric material for many years, 

however characterisation of the thermoelectric properties of chalcopyrite are not always in 

agreement. The Seebeck coefficient for stoichiometric synthetic samples of chalcopyrite 

may vary between S = -320 to -580 μV K-1.95,96 The variation in the Seebeck coefficient 

with temperature is not consistent between studies. S(T) has been shown to not change 

significantly with increasing temperature or increase with increasing temperature. In other 

instances, S(T) reduces drastically with increasing temperature.96,97,101 Neutron diffraction 

studies here seek to gain a deeper understanding of this behaviour.  

More recently the mooihoekite and talnakhite type-phases have come to light as potential 

thermoelectric materials.151,153  They are all attractive candidates for use in thermoelectric 

applications because they show n-type behaviour which is a rare phenomenon in low-cost 
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copper-sulphide based thermoelectrics. This following section seeks to provide further 

insight into the structure-property relationship in the Cu-Fe-S system.                   

3.6.1. Experimental Procedure for ‘CuFeS2’ 

Samples with a nominal composition of CuFeS2 were prepared by mechanochemical 

alloying. A stoichiometric mixture of copper (99.5%, Sigma Aldrich), iron (99.9+%, 

Sigma Aldrich) and sulphur (flakes, 99.99%, Sigma Aldrich) was ground together in an 

agate pestle and mortar. Two consecutive millings of the powder were performed (20 hr, 

550 rpm with a reverse in rotational direction every 15 minutes) in a steel milling jar (25 

mL) with steel milling balls (8 : 24 g, powder:balls). This was sealed under an argon 

atmosphere and the powder was agitated between each milling. The powder was 

consolidated by hot pressing under a N2 atmosphere (80 bar, 850 K). The sample with 

dimensions of ca. l = 12 mm and diameter = 13 mm was sanded by hand down to 

diameter = 10 mm. The circular faces of each pellet were polished with SiC wet and dry 

paper up to 7000 grit. The pellet was coated using a Edwards S150B platinum sputter 

coater for 15 minutes on each side and under a vacuum of 1x10-3 mbar, the residual 

platinum on the sides of the sample was removed by sanding.  

The sample was placed into the boron-nitride clamp assembly of the in-situ cell with the 

set up described in section 3.2. Neutron diffraction data were collected at the POLARIS 

diffractometer, with collection times of 2 hours at each temperature and at temperature 

increments of 50 K over the temperature range 300 – 500 K, increments of ca. 35 K over 

500 – 675 K and increments of 25 K over 675 – 825 K. 

X-Ray diffraction data were collected on the Bruker D8 Advanced using powdered sample 

of chalcopyrite and a zero-background holder for 1 hour and over the angular range, 5 < 

2θ/ ° < 85. Phase analysis was performed using the PDF2-ICDD database in the EVA 

software package.203 Neutron diffraction data at each temperature were collected for 1 hour 

with no induced thermal gradient and 1 hour during the thermal cycling for Seebeck 

measurements. The temperature at the gradient heater was increased by 1 K every 15 

minutes, for each temperature increment the sample was allowed to equilibrate under these 

conditions for 10 minutes and electrical transport data were collected over the following 5 

minutes. Diffraction data from the detector banks at 150°, 90° and 50° (bank 5, 4 and 3) 

and the GSAS software package were used to perform Rietveld refinement of the neutron 
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diffraction data.272 Bragg reflections from the boron-nitride holder were modelled using the 

Le Bail method and a rhombohedral unit cell with space group, P6̅m2.273 

3.6.2. Results from In-Situ Neutron Diffraction Experiments on ‘CuFeS2’ 

A preliminary phase analysis of the laboratory X-ray diffraction data collected at room 

temperature on the sample with nominal composition CuFeS2 suggested that the sample 

showed single-phase behaviour (appendix C). However, the neutron diffraction data 

collected at room temperature revealed that a secondary phase was present in the sample 

(Figure 3-13). The primary chalcopyrite phase was indexed on the basis of the tetragonal 

space group I4̅2d for an a×a×2a super-cell of ZB type structure. The additional reflections 

were indexed using the talnakhite, Cu18Fe16S32, crystal structure with space group I4̅3m 

and a cubic 2a×2a×2a super-cell. Each of the Uiso values for the cations in this phase were 

constrained to a common value. The additional Bragg reflections observed in the neutron 

diffraction data at room temperature, corresponding to the secondary phase, had significant 

overlap with the Bragg reflections corresponding to the chalcopyrite phase. This is due to a 

remarkably similar pseudo cubic sub-cell parameter for the tetragonal chalcopyrite phase 

ap = 5.3162(2) Å and cp  = 5.24888(7) Å and the cubic impurity phase ap = 5.3297(5) Å.  

The presence of two phases with many overlapping Bragg reflections makes full structural 

refinement more challenging. The ordering of Fe3+ cations in chalcopyrite which leads to 

magnetic scattering adds further complexity to this analysis. The magnetic reflections in 

the neutron diffraction data have been modelled using the Le Bail method and the 

tetragonal space group I4̅2d for an a×a×2a super-cell with the same lattice parameters as 

the nuclear tetragonal phase, I4̅2d. Engin et al. showed that the iron in chalcopyrite has 

antiferromagnetic interactions along the c-axis between ferromagnetically ordered layers 

along the a-b plane.246 The reflections at ca. d  = 3.7 and 4.7 Å - along with others at lower 

d-spacings- can be attributed to the magnetic ordering within the structure (Figure 3-14). 

3.6.3. Evolution of Structural Phases as a Function of Temperature in 

‘CuFeS2’ 

Rietveld analysis of the diffraction data collected on the sample with nominal composition 

CuFeS2 reveals the nature of structural phase transitions in this mixed-phase chalcopyrite 

(Figure 3-15). A phase transition in the impurity phase is observed between 450 and 500 

K. Supercell peaks corresponding to the 2a super structure of the talnakhite-type phase, d-

spacing ≈ 4.8 and 5.8 Å, are present across the temperature range T = 300 – 450 K. Above 
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this temperature there is no diffraction intensity at d-spacing ≈ 4.8 and 5.8 Å (Figure 3-13). 

This would be consistent with the observations in the literature that describe structural 

phase transitions of talnakhite phases in this temperature range.146 
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Figure 3-13 – Diffraction patterns collected on POLARIS using the 50 ° bank for the 

sample with nominal composition CuFeS2 and across the temperature range T = 295 – 610 

K. Arrows indicate the expected position of the supercell peaks for a 2a structure. 
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Figure 3-14 – Diffraction patterns collected on POLARIS using the 150 ° (1.5 < d/ Å < 

2.5) and 50 ° (2.5 < d/ Å < 5) bank for the sample with nominal composition CuFeS2 and 

over the temperature range T = 605 – 850 K. Arrows indicate the magnetic reflections 

corresponding to the tetragonal magnetic structure. 
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Figure 3-15 – Rietveld refinement profiles for the neutron diffraction data collected on 

CuFeS2 at representative temperatures for each phases of the sample. (a,b) – mixed 

chalcopyrite-talnakhite phase at 298 K; (c,d) – mixed chalcopyrite-intermediate solid state 

phase at 498 K; (e,f) – high-temperature cubic chalcopyrite at 798 K. Black points – 

observed, Red line – calculated, Blue line – difference profile, pink markers - chalcopyrite 

phase, I4̅2d and blue markers – talnakhite phase I4̅3m. Magnetic reflections have been 

excluded from the data set. 

At T = 450 K, the chalcopyrite and talnakhite phases are present in wt% = 63.01(38) and 

36.99(38). Over the temperature range T = 500 – 775 K the sample shows mixed-phase 

behaviour of the tetragonal chalcopyrite phase and the secondary iss (intermediate solid 
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solution) phase with an a×a×a cubic unit cell and space group F4̅3m. There is a dynamic 

relationship between the two structural phases over the temperature range T = 500 – 775 

K.  With increasing temperature, the weight fraction of the a×a×a cubic phase increases 

meanwhile, the weight fraction of the a×a×2a tetragonal type phase decreases (Figure 

3-16, Table 3-3). 

At T  > 775 K the sample shows single-phase behaviour and the diffraction pattern can be 

indexed on the basis of a single a×a×a cubic unit cell, F4̅3m. This is consistent with the 

expected phase-transition temperature of tetragonal chalcopyrite (Figure 3-14). This 

transition is known to be irreversible upon cooling the sample to room temperature.274 The 

diffraction data collected here after cooling the sample back to T = 525 K showed that the 

sample remained in the cubic a×a×a phase and space group F4̅3m. There was no evidence 

of a secondary-phase or any magnetic scattering after cooling. The magnetic reflections 

decrease in diffraction intensity with increasing temperature and are completely absent 

once the sample has transformed into the single-phase cubic chalcopyrite-type phase, 

consistent with previous observations across the high-temperature transition.245 

Table 3-3 – Table of the weight percentages of each structural phase at each recorded 

temperature for the sample with composition CuFeS2. 
† - denotes the iss phase; * - denotes 

the high temperature cubic phase. 

T/ K a×a×2a 2a×2a×2a a×a×a  T/ K a×a×2a 2a×2a×2a a×a×a 

298 0.614(2) 0.386(2) 0  673 0.483(2) 0 0.517(2)† 

348 0.627(2) 0.373(2) 0  698 0.428(2) 0 0.572(2)† 

398 0.623(2) 0.377(2) 0  723 0.358(2) 0 0.642(2)† 

448 0.609(2) 0.391(2) 0  748 0.282(2) 0 0.718(2)† 

498 0.651(2) 0 0.348(2)†  773 0.123(2) 0 0.877(2)† 

533 0.622(2) 0 0.378(2)†  798 0 0 1* 

573 0.601(2) 0 0.399(2)† 
 823 0 0 1* 

608 0.567(2) 0 0.433(2)† 
 848 0 0 1* 

643 0.536(2) 0 0.464(2)† 
     

 

The lattice parameters show a peculiar temperature dependence. With increasing 

temperature the pseudo-cubic sub-cell parameters of the chalcopyrite phase increase with 

increasing temperature (Figure 3-16(b)). However, for the secondary phase and across the 

temperature range T = 500 – 775 K, the lattice parameters decrease with increasing 

temperature. At the phase-transition temperature of the secondary phase, there is a marked 

anomaly in the lattice parameters; the sub-cell parameter ac increases significantly between 
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450 K and 500 K (Figure 3-16(b)). Upon transformation from the two-phase mixture to a 

single cubic phase at ca. 780 K and over the temperature range T = 800 – 850 K the cubic 

lattice parameter increases with increasing temperature. 

The a×a×a cubic phase of chalcopyrite is usually described by the zinc-blende structure 

type. The secondary iss a×a×a cubic phase observed at T = 500 – 775 K shows the zinc-

blende structure type but the iron cations exhibit a considerable degree of anti-site disorder. 

This is shown in the structure by the SOFM(2) = 0.096(1). The degree of anti-site disorder 

decreases with increasing temperature and continues into the high-temperature phase with 

the high temperature phase showing SOFM(2) = 0.040(1) at 800 K. 

 

Figure 3-16 – Data extracted from Rietveld refinement for the sample with nominal 

composition CuFeS2 and over the temperature range T = 343 – 850 K. (a) Calculated 

weight percentages, Error bars are within phase fraction lines and shown by the white 

bars. (b) Lattice parameters of each of the structural phases, error bars within points. 

 

Figure 3-17 – Neutron diffraction data collected on the 150° bank on POLARIS over the 

selected ranges (a) 1.85 < d/ Å <1.92 and (b) 1.57 < d/ Å <1.63 showing the change in 

reflections as a function of temperature over the temperature range T = 298 – 850 K for 

the sample with nominal composition CuFeS2. Black overlaid lines are given as a guide to 

the eye. 
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3.6.4. Influence on the Thermoelectric Properties of Chalcopyrite 

The Seebeck data were determined using the in-situ cell for the sample with nominal 

composition CuFeS2.The Seebeck coefficient data were also recorded on a second sample 

with nominal composition CuFeS2 from another synthesis batch using the Linseis LSR-3 

(Figure 3-18). The data from the two experiments show excellent agreement at high 

temperature. The S(T) data from each experiment show a considerable temperature 

dependence.  

Table 3-4 – Crystallographic parameters determined from the neutron diffraction data 

collected at 298 K for the sample with composition CuFeS2. 

Temperature 298 K     

Chalcopyrite phase     

Space Group  I4̅2d     

Fraction wt% 61.4(2)     

a/ Å  5.30437(3)     

c/ Å  10.4712(2)     

Atom Label Wy. Sym x y z Uiso/ Å
2
 SOF 

Fe 4a 0 0 0 0.0118(1) 1 

Cu 4b 0 0 ½  0.0118(1) 1 

S 8d 0.2504(20) ¼  1/8 0.0044(3) 1 

Talnakhite phase     

Space Group  I4̅3m     

Fraction wt% 38.6(2)     

a/ Å  10.6363(2)     

Atom Label Wy. Sym x y z Uiso/ Å
2 SOF 

Fe(1) 2a 0 0 0 0.0147(2) 1 

Cu(1) 12e 0.2545(6) 0 0 0.0147(2) 0.42 

Fe(2) 12e 0.2545(6) 0 0 0.0147(2) 0.58 

Cu(2) 12d ½  ¼  0 0.0147(2) 0.42 

Fe(3) 12d ½  ¼  0 0.0147(2) 0.58 

Cu(3) 8c 0.2481(7) 0.2481(7) 0.2481(7) 0.0147(2) 1 

Cu(4) 6b ½  0 0 0.0166(2) 0.04 

S(1) 8c 0.1176(15) 0.1176(15) 0.1176(15) 0.0095(8) 1 

S(2) 24g 0.1213(15) 0.3782(11) 0.3782(11) 0.0095(8) 1 

goodness of fit  
    

Bank 3 Rwp/ % 3.64 Rp/ % 4.40   

Bank 4 Rwp/ % 3.63 Rp/ % 4.93    

Bank 5 Rwp/ % 2.25 Rp/ % 3.29   

Overall Rwp/ % 3.18 Rp/ % 4.20   

 χ2 16.99     
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Table 3-5 – Crystallographic parameters determined from the neutron diffraction data 

collected at 498 K for the sample with composition CuFeS2 

Temperature 498 K      

Chalcopyrite phase      

Space Group  I4̅2d     

Fraction wt% 65.97(12)     

a/ Å  5.31304(2)     

c/ Å  10.4732(1)     

Atom Label Wycoff. x y z Uiso/ Å
2
 SOF 

Fe 4a 0 0 0 0.0209(1) 1 

Cu 4b 0 0 ½ 0.0209(1) 1 

S 8d 0.2442(14) ¼ 1/8 0.0126(3) 1 

Secondary phase     

Space Group  F4̅3m     

Fraction wt% 34.03(12)     

a/ Å  5.34681(8)     

Atom Label Wycoff. x y z Uiso/ Å
2
 SOF 

Fe(1) 4a 0 0 0 0.0206(3) 0.085(1) 

Cu(1) 4a 0 0 0 0.0206(3) 0.009(1) 

Cu(2) 4b ½  0 0 0.0206(3) 0.491(1) 

Fe(2) 4b ½  0 0 0.0206(3) 0.415(1) 

S(1) 4c ¼  ¼  ¼  0.0317(9) 1 

goodness of fit      

Bank 3 Rwp / % 2.60 Rp / % 3.90   

Bank 4 Rwp / % 3.05 Rp / % 3.56   

Bank 5 Rwp / % 1.82 Rp / % 2.80   

Total Rwp / % 2.53 Rp / % 3.41   

 χ2 3.206     
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Table 3-6 – Crystallographic parameters determined from the neutron diffraction data 

collected at 798 K for the sample with composition CuFeS2. 

Temperature 798 K      

Chalcopyrite phase  
    

Space 

Group 
 F-43m 

    

a/ Å  5.33881(4)     

Atom Label Wy. Sym x y z Uiso/ Å
2 SOF 

Cu(1) 4a 0 0 0 0.0411(2) 0.473 

Cu(2) 4b 0 0 ½ 0.0411(2) 0.027 

Fe(1) 4a 0 0 0 0.0411(2) 0.485 

Fe(2) 4b 0 0 ½ 0.0411(2) 0.015 

S 4c ¼ ¼ ¼ 0.0338(2) 1 

goodness of fit  
    

Bank 3 Rwp /% 4.03 Rp / % 5.55   

Bank 4 Rwp /% 2.87 Rp / % 5.18   

Bank 5 Rwp /% 2.93 Rp / % 4.39   

Total Rwp /% 3.17 Rp / % 5.02   

 χ2 1.404     

 

The data recorded in the in-situ cell show that the Seebeck coefficient increases slightly 

with increasing temperature across the temperature range T = 400 – 600 K.  This is 

followed by a significant decrease in the magnitude of the Seebeck coefficient over the 

temperature range T = 600 – 850 K, from S = -160 to -80 μV K-1, with the lowest values 

for S being observed in the high-temperature phase. In addition, this experiment reveals the 

behaviour of the dynamic interchange between the structural phases in this solid-state 

mixture. The decrease in the Seebeck coefficient can be attributed to the increasing 

presence of the secondary iss cubic phase. Meanwhile, the decrease in the Seebeck 

coefficient between T = 300 – 400 K observed for the in-situ cell data and the anomaly at 

350 K in the LSR-3 data can be attributed to the low-temperature phase transition of the 

talnakhite phase. 

The behaviour of the Seebeck coefficient at temperature up to 850 K for chalcopyrite is not 

well documented.94,97,99,100 Generally the property data measurements on chalcopyrite are 

limited to 700 K because it begins to show evidence of sulphur loss at temperatures higher 

than 600 K.96 The behaviour of S(T) reported here demonstrates the detrimental effect of 

the high-temperature metal-semiconductor phase transition on the Seebeck coefficient of 
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chalcopyrite. Furthermore, the magnitude of S(T) decreases as a result of an increasing 

concentration of the secondary iss phase that develops at higher temperatures. Early 

observations by Cabri et al. revealed the presence of the iss phase which may occur at high 

temperatures in samples with a range of compositions close to CuFeS2.
146 The observation 

of decreasing Seebeck coefficient of chalcopyrite phases in the literature may also be 

linked to the evolution of the iss type phase. This experiment outlines the importance of 

performing full profile diffraction analysis on chalcopyrite-type samples that are used for 

electrical transport studies. This has not been performed regularly throughout the 

investigation of chalcopyrite thermoelectrics shown in the literature. 
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Figure 3-18 – Seebeck coefficients for two samples with nominal composition CuFeS2 

synthesised using the same method. Black points – data collected on the in-situ cell during 

diffraction experiments; Blue points – data collected using the LSR-3. 

3.7. Mooihoekite and Talnakhite Experiments 

3.7.1. Experimental Procedure 

Two synthetic processes were followed during the attempted syntheses of single-phase 

talnakhite and mooihoekite. These phases are suggested as having nominal elemental 

compositions of Cu9Fe9S16 and Cu18Fe16S32, respectively.147,148 In the preparation of each, 

stoichiometric amounts of elemental powders of copper (99.5%, Sigma Aldrich), iron 

(99.9+%, Sigma Aldrich) and sulphur (flakes, 99.99%, Sigma Aldrich) were mixed 

together in an agate pestle and mortar then sealed into fused silica ampoules at ca. 10-4
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mBar. The powdered samples were subject to two consecutive firings with a grinding and 

re-sealing step between each firing. Each of the sintering steps followed the same 

temperature conditions. 

The temperature programs followed were: Method A; heating to 825 K at 2 K min-1 

holding at temperature for 144 hours, then cooling at a natural cooling rate. Method B; 

heating to 768 K at 3 K min-1 and holding at temperature for 48 hours, then decreasing the 

temperature to 463 K at 0.3 K min-1 and holding at temperature for 4 hours before cooling 

to room temperature at a natural cooling rate. The samples were then consolidated by hot 

pressing at 723 K and 60 MPa for 30 minutes. 

Room-temperature X-ray diffraction data were recorded on powdered samples for each of 

the four samples synthesised before and after hot pressing and phase analysis was 

performed using the EVA software package. Room-temperature neutron diffraction data 

were collected on all hot-pressed samples and on the sample with composition Cu9Fe9S16 

synthesised with method A before hot-pressing. The room-temperature neutron diffraction 

data were collected on powdered samples loaded into vanadium cans and using the 

POLARIS diffractometer.  

Table 3-7 – Primary phases present in each of the samples as determined from phase 

analysis using EVA software, † indicates samples taken for room-temperature neutron 

diffraction experiments, ‡ indicates samples taken for variable temperature neutron 

diffraction experiments in the in-situ cell.  

  Experimental composition 

Phases achieved Cu9Fe8S16 Cu9Fe9S16 

before hot - Method A Chalcopyrite Mooihoekite† 

 pressing Method B Chalcopyrite Talnakhite 

Phases achieved     

after hot- Method A Chalcopyrite† Talnakhite‡ 

 pressing Method B Chalcopyrite‡ Talnakhite† 

 

The variable-temperature neutron diffraction and electrical data were collected for pellets 

using the in-situ cell for the chalcopyrite phase with composition Cu9Fe8S16 (Method B) 

and talnakhite sample with composition Cu9Fe9S16 (Method A). Data were recorded over 

the temperature range T = 300 – 700 K with temperature increments of between 15 – 50 K. 

The smallest steps were used over the temperature range of the expected phase transition 
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temperature. Rietveld analysis of all diffraction data was performed using the GSAS 

software package. 

3.7.2. Room Temperature Structure of Cu-Fe-S Samples 

Samples with three different structure-types have resulted from the synthesis methods 

followed here. Namely: tetragonal chalcopyrite (a×a×a); tetragonal mooihoekite 

(2a×2a×a) and cubic talnakhite (2a×2a×2a). Powder X-ray diffraction data collected on 

samples with each of these structure types (excluding cubic chalcopyrite) are presented in 

Figure 3-19. Positions of the reflections are similar for each structure type, the effects of 

tetragonal splitting and peak intensity distribution leads to slightly different diffraction 

patterns for each structure type. The peaks at ca. 2θ = 49 o and 2θ = 58 o (see arrows in 

Figure 3-19) demonstrate the difference in diffraction patterns of different samples.  

 

Figure 3-19 - X-Ray diffraction patterns of samples synthesised to demonstrate the 

different diffraction patterns of: pink line - chalcopyrite type phases; black and blue line - 

talnakhite-type phases; and red line - mooihoekite-type phases. Arrows show the peaks 

with tetragonal splitting. 

The synthesis method A and a nominal composition Cu9Fe9S16 allows for a talnakhite type-

phase to be achieved after sintering (Figure 3-19). Rietveld analysis of the neutron 

diffraction data collected on this sample revealed that it was mixed phase with a majority 

phase of mooihoekite in the presence of a minority phase of talnakhite. The weight 

fractions for these phases were wt% = 71.41(23) and 28.59(23), respectively. Interestingly, 

the X-ray diffraction pattern of this sample after hot-pressing revealed a change in 
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structure. The observed reflections after hot-pressing correspond to the talnakhite type 

structure with the space group I4̅3m (Figure 3-20). 

The room-temperature powder neutron diffraction pattern recorded for the hot-pressed 

samples with nominal compositions Cu9Fe9S16, method A and B, showed reflections 

corresponding to the talnakhite type structure only. Rietveld analysis of the diffraction data 

for the sample synthesised with method A showed that using a single phase of talnakhite 

was sufficient to model each of the reflections corresponding to the nuclear structural 

phase (Figure 3-21). Magnetic reflections were excluded from the structural refinement.  

Consolidation of these samples through high-temperature high-pressure techniques appears 

to induce an irreversible structural phase transition to the 2a×2a×2a superstructure, 

consistent with observations by Athar et al.152 

The room-temperature powder neutron diffraction data for the samples with nominal 

composition Cu9Fe8S16 could be indexed on the basis of the I4̅2d space group that is used 

to describe chalcopyrite structure (Figure 3-19). Additional reflections corresponding to 

the magnetic structure are observed in the neutron diffraction pattern, consistent with the 

magnetic reflections expected for chalcopyrite.106 This phase was formed after the first 

sintering step and persisted after hot pressing (Figure 3-22). 

3.7.3. Magnetic Diffraction of the Different Structural Phases  

A significant observation made from this structural study of chalcopyrite and its related 

phases is the presence of magnetic diffraction reflections for each of the samples. There is 

a difference in the magnetic behaviour of samples with different structure types. The 

samples with nominal composition Cu9Fe8S16 exhibit the chalcopyrite structure type and 

show the magnetic reflections corresponding to the antiferromagnetic structure of 

chalcopyrite (appendix D).106 The samples with nominal composition Cu9Fe9S16 with the 

talnakhite and mooihoekite structure types express markedly different magnetic diffraction 

patterns compared to that of the chalcopyrite phase (appendix D). The magnetic diffraction 

patterns of the mooihoekite and talnakhite structure types are more similar to one another 

than to the chalcopyrite type sample. The two nuclear structure types are closely related 

and they may exhibit a similar magnetic structure. The finer details of the structural and 

magnetic behaviour of these materials will not form part of the discussion in this thesis. 
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Figure 3-20 – Rietveld refinement profiles for neutron diffraction data collected at room 

temperature for a sample with a nominal composition Cu9Fe9S16 which was sintered only 

and synthesised using method A. (a), (b) and (c) are  the data from 150°, 90° and 50° 

degree banks (5, 4 and 3), respectively. Black points – observed; Red line – calculated; 

Blue line – difference profile; pink markers - Mooihoekite phase and blue markers – 

talnakhite phase I4̅3m. Magnetic reflections have been omitted (Appendix E – tabulated 

parameters). 
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Figure 3-21 – Full Rietveld profiles for the neutron diffraction data and the nuclear 

structure of a sample with nominal composition Cu9Fe9S16, synthesised with method A and 

hot-pressed. (a), (b) and (c) are  the data from 150°, 90° and 50° degree banks (5, 4 and 

3), respectively. Black points – observed; Red line – calculated; Blue line – difference 

profile; pink lines - I4̅3m phase of talnakhite. Magnetic reflections have been excluded 

from the data set (Appendix F – tabulated parameters). 
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Figure 3-22 – Rietveld profiles for the neutron diffraction data and nuclear structure of a 

sample with nominal composition Cu9Fe8S16 as synthesised with method B and hot-

pressed; (a),(b) and (c) correspond to the diffraction data collected on the 150°, 90° and 

50° degree banks (5, 4 and 3), respectively. Black points – observed; red line – calculated; 

blue line – difference profile; pink lines - I4̅2d phase of Chalcopyrite. Magnetic reflections 

have been omitted (tabulated data found in e-appendix, chapter 3 folder). 
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3.8. Variable Temperature Neutron Diffraction of Chalcopyrite, Cu9Fe8S16 

The Le Bail method was used to model the nuclear and magnetic diffraction intensity for 

powder neutron diffraction data collected at each temperature. For samples with 

composition Cu9Fe8S16, the nuclear reflections observed at each temperature were indexed 

using the I4̅2d space group, consistent with the nuclear structure of chalcopyrite. The 

reflections corresponding to the boron-nitride enclosure have been omitted from each 

diffraction pattern. 

Across the temperature range T = 300 – 450 K, a refinement of the lattice parameters and 

peak profiles for the nuclear and magnetic phase provided a good fit to the reflections 

corresponding to the nuclear and magnetic structures. However, at temperatures T > 450 K 

the space group I4̅2d with lattice parameters a×a×2a does not provide a good fit to the 

magnetic reflections at low d-spacings. Thus, some of the magnetic reflections in the 150 º 

bank have been omitted, e.g. d = 1.95 and 1.67 Å, to allow for the lattice parameters of the 

nuclear structure to be determined from this Le Bail analysis (Figure 3-24). The lattice 

parameters of the copper-rich chalcopyrite phase increase almost linearly with increasing 

temperature across the entire temperature range T = 298 - 575 K (Figure 3-23). This is 

consistent with the expected behaviour of chalcopyrite with increasing temperature.106 The 

presence of the I4̅2d phase across the entire temperature range would indicate that there is 

not a structural phase transition in the nuclear phase of the sample, which is surprising 

when we consider that there is a marked exotherm at T ≈ 450 K in the DSC data collected 

on samples from a different synthesis batch (Figure 3-23). 

 

Figure 3-23 –(a) Temperature dependence of the lattice parameters for the sample with 

nominal composition, Cu9Fe8S16, ESD’s are within points. (b) Temperature-dependent 

DSC data for the sample with nominal composition Cu9Fe8S16 and the chalcopyrite type 

structure at room temperature. 
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Figure 3-24 – Le Bail refinement profiles for neutron diffraction data and the sample with 

composition Cu9Fe8S16 using the magnetic and nuclear structure of the chalcopyrite phase 

I4̅2d. (a),(b) and (c) correspond to the diffraction data collected at ca. 300 K for the 150°, 

90° and 50° degree banks (5, 4 and 3), respectively. (d), (e) and (f) correspond to the 

diffraction data collected at ca. 575 K. Black points – observed, Red line – calculated, 

Blue line – difference profile, green line – background, pink lines –reflection of the I4̅2d 

phase of chalcopyrite. 

However, there is evidence of a phase transition within the diffraction data. Figure 3-25 

shows a selected d-spacing range from the Rietveld analysis of the copper-rich 

chalcopyrite phase. The absence of calculated intensity for the peaks at d = 1.94 and 1.96 

Å reveals that these reflections are likely to be magnetic in nature (Figure 3-25(a)). The 
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change in the diffraction intensity with increasing temperature is shown in Figure 3-25(b) 

for this set of reflections. The nuclear reflections do not show any significant changes with 

increasing temperature. Meanwhile, the reflections that are suspected to arise as a result of 

magnetic scattering appear to show a marked temperature dependence by means of an 

anomaly at T ≈ 450 K. This is consistent with the expected transition temperature 

determined from the DSC data. Therefore, these data reveal evidence of a magnetic 

transition between T = 445 – 485 K. The magnetic reflections show a 2:1 ratio at lower 

temperature, similar to the nuclear phase, at the transition temperature they coalesce into a 

single reflection. This behaviour may indicate that the transition is a tetragonal-to-cubic 

transition as this would eliminate the tetragonal splitting seen in the low-temperature 

phase. The origins of this magnetic transition have not been identified here, however it is 

important to acknowledge this change in the behaviour of the material. Furthermore, the 

diffraction data collected here provide the first structural observation for a magnetic phase 

transition at this temperature in a chalcopyrite-like phase.  

 

Figure 3-25 –Neutron diffraction data for the sample with nominal composition Cu9Fe9S16  

collected on the 150° bank of POLARIS and over the selected range 1.8 < d/ Å <2.0. 

Showing the Rietveld profile for the refinement of the nuclear structure at 298 K: Black 

points – observed, Red line – calculated, pink markers - I4̅2d phase of Chalcopyrite; and 

the variable temperature diffraction highlighting the change in reflections over the 

temperature range T = 300 – 575 K. The asterisk indicates magnetic reflections. 
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3.8.1. Temperature-Dependent Electrical Transport Properties of 

Chalcopyrite, Cu9Fe8S16 

The electrical resistivity (Figure 3-26(b)) and Seebeck coefficient (Figure 3-26(a)) data 

were recorded for the copper-rich chalcopyrite sample with nominal composition 

Cu9Fe8S16 using the in-situ cell and simultaneously with the collection of the powder 

neutron diffraction data that is presented above. The electrical resistivity decreases with 

increasing temperature across the temperature range T = 293 – 400 K, consistent with 

semi-conducting behaviour. As the transition temperature is approached, the resistivity 

begins to increase with increasing temperature reaching a maximum at 483 K, after which 

it begins to decrease. The anomaly in the resistivity across the temperature range T = 400 – 

500 K can be linked to the proposed magnetic transition observed for this copper rich 

chalcopyrite phase (Figure 3-26). 
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Figure 3-26 – Temperature dependence of electrical transport properties of the sample 

with composition Cu9Fe8S16 recorded over the temperature range T=300 – 700 K,(a, b) 

using the in-situ cell, (c,d) using the LSR-3.  

The Seebeck coefficient data show a similar behaviour as a function of temperature, where 

the S increases with increasing temperature with a marked anomaly across the temperature 

range T = 400 - 500 K, consistent with the observed anomaly in the electrical resistivity 

data and the changes in the structural behaviour of the material (Figure 3-26). The 

electrical data were also collected using a Linseis LSR-3 (Figure 3-26(c,d)) and a sample 
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from a different synthesis batch. These data show that the electrical transport properties 

exhibit the same temperature dependence between the two instruments, again 

demonstrating the reliability of the electrical data collected from the in-situ cell and also 

revealing a local maximum in the power-factor (appendix G). 

3.9. Observations from the Variable Temperature Diffraction Experiment on 

Talnakhite, Cu9Fe9S16 

The Rietveld analysis of the room temperature powder neutron diffraction data showed that 

the samples with nominal composition, Cu9Fe9S16, can be indexed on the basis of a single 

phase of talnakhite, with space group I4̅3m. For the neutron diffraction data collected at 

693 K on the same sample using the in-situ cell, mixed-phase behaviour is observed. The 

high-temperature diffraction data collected here can be indexed on the basis of a cubic 

a×a×a phase with the space group F4̅3m and a tetragonal phase with chalcopyrite-like 

structure, I4̅2d. This suggests that the talnakhite phase transforms into the iss phase and a 

chalcopyrite-like phase, present in wt% = 7.87(5) and 22.13(4), respectively, thus showing 

a significant change in structural behaviour compared to the room-temperature structure. 

The cubic/pseudo cubic sub-cell parameters of these two phases are a=5.3406(5) Å for the 

cubic phase and ap=5.3155(3) and 5.2307(7) Å for the tetragonal phase at 693 K. The 

cubic phase has larger lattice parameters, similar to the behaviour observed in the mixed 

phase chalcopyrite with nominal composition CuFeS2 presented earlier.  

The variable temperature diffraction data recorded for this sample with nominal 

composition, Cu9Fe9S16, reveals a dynamic phase transformation behaviour and the 

formation of this intermediate solid-state phase outlined by Cabri et al.146 The DSC data 

revealed an exotherm at T = 473 K suggesting a first-order phase-transition (Figure 

3-29(d)). At the expected phase transition temperature, T = 495 K, there is a marked 

change in the neutron diffraction pattern. Most notably, the supercell reflections 

corresponding to the 2a×2a×2a unit cell, observed at ca. d = 4.4 and 5.45 Å, are absent 

above T = 496 K. This suggests that the talnakhite type phase is subject to a structural 

phase transition into what appears to be a tetragonal chalcopyrite-type and the cubic iss 

phase. The details of the phase fractions are not investigated here in depth as a Le Bail 

analysis would not provide this information. However, at temperatures above the phase, 

transition the intensity of Bragg reflections corresponding to the tetragonal and cubic 

phases show a significant temperature dependence. The intensities of the reflections 



Chapter 3  Sebastian Long 

 

106 

 

corresponding to the tetragonal phase decrease with increasing temperature, meanwhile the 

intensities of reflections corresponding to the iss cubic phase increase. From this 

observation along with the observation for the mixed-phase chalcopyrite in section 3.6.3, it 

is expected that the weight fraction of the cubic phase increases with increasing 

temperature. 

The powder neutron diffraction data collected over T = 300 – 495 K show the emergence 

of new reflections with increasing temperature. Whilst the room temperature diffraction 

pattern can be characterised on the basis of the I4̅3m 2a×2a×2a supercell only, Le Bail 

refinements with the same unit cell and using a single phase provide a poor fit to the 

diffraction data at 393 K owing to the appearance of the additional reflections. Le Bail 

analysis using possible tetragonal phases has ruled out the possibility of a tetragonal 

distortion of the unit cell.  The emerging secondary phase across the temperature range, T 

= 300 – 495 K, is suspected to be a tetragonal chalcopyrite-type phase. This is supported 

by the observations of a tetragonal chalcopyrite-type phase at high temperature, and that 

the phase transition at T = 495 K occurs in the talnakhite 2a×2a×2a  phase, which is 

clearly shown by the disappearance of the supercell reflections (Figure 3-27). 

 

Figure 3-27 - Neutron diffraction data collected on the 150° bank 5 on POLARIS over the 

selected range 1.8 < d/ Å <2.0 showing the change in reflections as a function of 

temperature over the temperature range T = 300 – 575 K. *, + and × correspond to the 2a 

supercell, iss cubic and chalcopyrite reflections, respectively. 
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Figure 3-28 –Rietveld refinement profiles for the sample with composition Cu9Fe9S16. 

(a),(b) and (c) correspond to the diffraction data collected at ca. 693 K for the 150°, 90° 

and 50° degree banks (5, 4 and 3), respectively. Black points – observed; Red line – 

calculated; Blue line – difference profile; green line – background; pink markers –

reflections of the I4̅2d tetragonal chalcopyrite-like phase; blue markers - reflections for 

the F4̅3m cubic chalcopyrite-like phase (Appendix F – tabulated parameters). 
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3.9.1. Temperature Dependence of the Electrical Properties of Talnakhite, 

Cu9Fe9S16 

The electrical resistivity and Seebeck coefficient data were recorded on the sample with 

nominal composition Cu9Fe9S16 simultaneously with the neutron diffraction data using the 

in-situ cell. The recorded electrical resistance decreases exponentially with increasing 

temperature. Plotting the electrical resistivity on a log scale shows two linear regions. At 

low temperature, Arrhenius behaviour is observed between T = 290 – 440 K with an 

activation energy of Ea= 0.138(4) eV and at high temperatures, Arrhenius behaviour is 

observed at T = 580 – 700 K with Ea = 0.180(7) eV (appendix H). In a 4-probe system the 

affect of the phase transition on the electrical band-gap could be postulated from this 

observed change in Ea. However, in this instance there is a significant contribution to the 

resistivity arising from the surface-electrode interface. The inset in Figure 3-29(b) shows a 

speculative representation of the resistivity with this contribution subtracted. Importantly, 

the curve of ρ(T) reveals the anomalies in the electrical resistivity that occur as a result of 

the structural phase transition.  

 

Figure 3-29 –Electrical data recorded using the in-situ cell for the sample with nominal 

composition Cu9Fe9S16. (a) the Seebeck coefficient and (b) electrical resistance, inset show 

the electrical data with an exponential subtracted to highlight the effect of the structural 

phase transition (c) relative power factor. (d) DSC data.  
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The behaviour across this temperature region is consistent with the structural phase 

transition observed in the neutron diffraction data. Notably there is a significant jump in 

the electrical resistivity at 578 K (Figure 3-29(a,b)). Electrical transport data recorded 

using the Linseis LSR-3 on a sample from the same synthesis batch also exhibits this 

marked increase in the electrical resistivity (appendix H.). This electrical transition is 

observed at slightly different temperatures in the two experiments. The heating profile 

followed during each of the experiments are remarkably different, therefore the difference 

in electrical behaviour with temperature may be influenced by the kinetics of the structural 

transition. 

The Seebeck coefficient data recorded using the in-situ cell reveals a maximum of ca. S= -

190 μV K-1 at 510 K, just above the transition temperature of the talnakhite phase. The 

anomalies in the electrical behaviour around the phase-transition temperature leads to a 

peak in the relative power factor at T = 510 K. A maximum in the Seebeck coefficient and 

the power factor is also observed in the variable temperature data recorded on the Linseis 

LSR-3 (appendix H.), the peak in these properties are observed at ca. T = 480 K so there is 

some discrepancy between the observed peak performance temperature. This is driven by a 

marked increase in ρ(T) at T = 510 K and T = 480 K for the data from the in-situ cell and 

LSR-3, respectively. The sample measured using the LSR-3 shows a single anomaly in 

ρ(T) whereas the corresponding data from the in-situ cell shows a comparatively small 

increase in ρ(T) at T > 420 K then a large increase at T = 510 K. The lower temperature 

anomaly is attributed to the transition of the talnakhite-type phase to the mixed iss-

chalcopyrite phase. Meanwhile, the second anomaly at T > 575 K occurs as the reflections 

corresponding to the iss phase show a marked increase in diffraction intensity. The 

difference in electrical behaviour between the two experiments is likely to arise from a 

difference in the interplay between the two structural phases. The experimental conditions 

are substantially different, it is suspected that this results in a difference in the kinetics of 

the phase transitions and the mixed-phase behaviour. This observation highlights the 

importance of measuring the structure and properties simultaneously. 

3.10. Conclusions 

A cell for the simultaneous measurement of the Seebeck coefficient, electrical resistance 

and neutron diffraction data has been successfully developed. The instrument allows for 

the collection of high-quality neutron diffraction data that is suitable for Rietveld analysis 

of solid-state samples. Furthermore, the collection time required for excellent quality 
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diffraction data is of the order of 1-3 hours of beam exposure per temperature point using 

the POLARIS diffractometer. The collection time for samples in variable temperature 

diffraction-only experiments on POLARIS is usually of the same time scale. The electrical 

data are collected over ca. 30 minutes and this can be included as part of the collection 

time for the diffraction data at a single temperature point. This, along with the data 

presented above, highlights the benefit of combining the two techniques into a single 

experiment. The in-situ cell provides an excellent opportunity for the structural study of 

any thermoelectric material which exhibits structural phase transformations as a function 

of temperature. Any variable temperature diffraction experiment on such materials at the 

POLARIS diffractometer would benefit from the novel insight that this cell can offer. 

The in-situ device was designed so that it could be re-used multiple times. Electrical and 

diffraction data collected using this cell and the POLARIS diffractometer have been 

presented above for many samples which demonstrates that this goal has been achieved. 

The samples can be retrieved from the device intact, but this has come at the cost of 

providing relative values for the electrical properties rather than the absolute values for the 

electrical resistivity and Seebeck coefficient in some instances. However, the purpose of 

this device was to monitor the electrical transitions along with the structural transitions. 

The data presented within this chapter have certainly outlined that the cell is capable of 

doing so. 

The experiment on the CZGSe sample showed that the diffraction data collected over 1 

hour are sufficient to determine the site occupancy factors of elements with similar atomic 

numbers within mixed transition-metal semiconductors. An electrical transition is observed 

over the temperature range T = 400 – 475 K and although there is not a marked change in 

the diffraction data, the Rietveld analysis reveals a structural transition between T = 400 – 

425 K (Figure 3-30). Half of the copper atoms and all of the zinc cations are partially 

ordered over the 2a and 2b sites at lower temperatures. An order-disorder transition results 

in the copper and zinc becoming fully disordered over these sites at high temperatures. 

The diffraction-Seebeck experiment on the sample with nominal composition CuFeS2 

allowed for the study of a mixed crystalline system (Figure 3-31). The Rietveld analysis 

revealed evidence of a structural phase transition in the talnakhite-type phase from a 

2a×2a×2a structure to an intermediate solid-state cubic phase at T = 450 – 500 K. This is 

followed by a dynamic change in the concentration of chalcopyrite and intermediate solid-

state cubic phases for the solid-state mixture. 
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Figure 3-30 – Overlaid data and extracted parameters for Cu2.125Ge0.875ZnSe4 showing the 

temperature dependence of: white – Site occupancy factor of Cu at the 2a site; Black – 

electrical resistivity; and coloured background – diffraction intensity. 

The tetragonal chalcopyrite type phase completes transformation to the cubic chalcopyrite 

phase between T = 775 - 800 K. The decreasing Seebeck coefficient with increasing 

temperature can be attributed to the evolution of this intermediate solid-state cubic phase. 

Advanced techniques for developing and improving thermoelectric materials includes 

nano-structuring with different phases of material. The highly-penetrating neutron 

radiation offers an advantage to study the bulk of materials. This experiment demonstrates 

that samples with a complex mixture of phases (e.g. nano-structured thermoelectrics) may 

be studied using this cell as neutrons allow for the bulk of the high-density solid-state 

materials to be investigated. 

 

Figure 3-31 – Overlaid data and extracted parameters for sample with nominal 

composition CuFeS2 showing the temperature dependence of: white – the Seebeck 

coefficient; Black – weight fraction of the chalcopyrite phase; and coloured background – 

diffraction intensity. 
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Experiments on two chalcopyrite related minerals have provided new insights into the 

structural and electrical behaviour of copper-rich chalcopyrite and talnakhite. A possible 

magnetic transition at ca. T = 425 K has been observed for the first time in a sample with 

the chalcopyrite structure type and nominal composition Cu9Fe8S16 (Figure 3-32). This 

magnetic transition leads to an electrical transition and a local maximum in the power 

factor is observed close to the transition temperature (appendix G.). The talnakhite sample 

shows a complex structural behaviour and a secondary chalcopyrite-type phase exsolves 

with a small increase in temperature. A structural phase transition from the talnakhite 

structure to an intermediate solid-state phase occurs at the expected phase transition 

temperature. This structural transition is also accompanied by an electrical transition which 

leads to a local maximum in the power factor of the material close to the phase transition 

temperature. The peak in the power factor of these two materials are observed at ca. T = 

425 K and T = 500 K. These studies provide a first insight into the structural behaviour of 

two potential and novel low-cost thermoelectric materials that might be used for low-grade 

waste heat recovery and provide new options of n-type thermoelectric materials to be 

coupled with other copper-sulphide based thermoelectrics.  

 

Figure 3-32 – Overlaid data for sample with nominal composition Cu9Fe8S16 showing the 

temperature dependence of: Black – the relative power factor; and coloured background – 

diffraction intensity. Relative S2σ is calculated from 𝑆2𝜎𝑖
(𝑇)

= 𝑆2𝜎(𝑇) 𝑆2𝜎398𝐾⁄ . 

This set of experiments also demonstrate that the cell can be utilised in the study of 

magnetic semiconductors, again exploiting the advantages of neutron diffraction 

techniques. Here it has helped to uncover magnetic structural anomalies that would 

otherwise have been unnoticed. The experiment on the sample with composition Cu9Fe9S16 

outlines the importance of studying the structure and electrical properties simultaneously. 

The heating profiles followed in electrical transport measurements and diffraction 

experiments are significantly different and the behaviour of the material across structural 
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phase transition may therefore be influenced by changes in the measurement procedure. 

The simultaneous study of these can allow the structure and properties to be directly linked 

to one another. 

 

Figure 3-33 – Overlaid data for talnakhite sample with composition Cu9Fe9S16 showing 

the temperature dependence of: Black – the relative power factor; and coloured 

background – diffraction intensity. Relative S2σ is calculated from 𝑆2𝜎𝑖
(𝑇)

=

𝑆2𝜎(𝑇) 𝑆2𝜎438𝐾⁄  
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 – The Long-Range and Short-Range 

Structure of Stoichiometric Bornite, Cu5FeS4 

4.1 Crystal Structure of Bornite  

The literature reports four distinct phases of bornite. The high, intermediate and ambient 

temperature phases exist at T > 530 K, between T = 460 to 530 and T < 460 K, 

respectively, and the average structure for each was described in the 1980’s.155,275,276 The 

structure of the sub-ambient temperature phase which exists at T < 65 K was identified 

more recently.277 Each of the structures may be described on the basis of cubic sub-cells 

that display either zinc-blende (ZB) or anti-fluorite (AF) structure types.  

  

Figure 4-1 –(a) Projection view along the [100] direction and showing the cation ordering 

in the structure of bornite at: a- high-temperature; 2a – intermediate-temperature; 4a – 

ambient-temperature structures, respectively. Blue spheres – cation sites of Cu and Fe; 

Yellow spheres – sulphur; Pink lines are used to outline the cation ordering in 

neighbouring ZB sub-cells. (b) – Perspective view of the cation sub-cell ordering in the 

ambient temperature, 4a, structure. Blue - AF sub-cells, Red – ZB sub-cells. 

The high-temperature a phase (space group Fm3̅m) has lattice parameters ap× ap× ap  

where ap ≈ 5.5 Å and a cation deficient AF structure type (Figure 4-1(a)). Here the 2 cation 

vacancies, □ in Cu5Fe□2S4, are disordered over each of the tetrahedral sites. Upon 

decreasing the temperature to below ca. T = 535 K, bornite undergoes a structural phase 
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transition to the intermediate 2a phase (space group Fm3̅m). In this phase the cation 

vacancies order within one of two distinct sub-cell types in the structure that can be 

described by a supercell with lattice parameters 2ap×2ap×2ap (Figure 4-1(a)). ZB and AF 

type sub-cells alternate in each direction within the crystal structure.  

A second structural transformation occurs at ca. T = 460 K where the orthorhombic 

ambient-temperature 4a  phase (space group Pbca) doubles the size of the supercell to 

2ap×4ap×2ap (Figure 4-1(a)). The AF and ZB sub-cells alternate along each 

crystallographic direction in the 4a phase (Figure 4-1(b)). The ordering of the vacancies at 

interstices within ZB sub-cells alternates along the b-axis, as highlighted by the pink lines 

in 4a  that are either perpendicular or parallel to one another (Figure 4-1). 

The final transformation to the low-temperature phase (space group Pca21) can also be 

described on the basis of a 2ap×4ap×2ap supercell with further deviation from the cubic 

geometry for each sub-cell (ap×ap×ap). This structural transition is accompanied by a 

magnetic transition.277 

Ding et al. have speculated on the Cu and Fe ordering in the 4a and 2a structures but, to 

date there has been no unambiguous assignment of the Cu-Fe ordering across the 

tetrahedral sites.278 Here neutron diffraction and total scattering techniques have been 

exploited to provide further insight into the copper and iron order within the a 4a, 2a and a 

structures. 

4.1.1 Synthesis and Experimental 

Bornite was prepared using the mechanochemical techniques described by Guélou et al.157 

The elemental powders of copper (99.5%, Sigma Aldrich), iron (99.9+%, Sigma Aldrich) 

and sulphur (flakes, 99.99%, Sigma Aldrich) were combined using an agate pestle and 

mortar and transferred into a steel milling jar (25 mL). Steel milling balls were added (2 : 5 

g, powder: balls, total mass 28 g) and the mixture was sealed under an Ar atmosphere. The 

powdered reaction mixture was agitated between the two consecutive millings (40 hrs 

total; 20 hrs, 500 rpm, 15 mins intervals between reverse in rotation). The powdered 

sample was then consolidated by hot pressing under a N2 atmosphere (823 K, 90 MPa, 30 

minutes). The sample was finally ground before the diffraction experiments. 

All neutron data were collected on the POLARIS diffractometer with the sample sealed in 

an evacuated quartz silica ampoule, with 1 mm walls, to minimise sulphur loss. Data for 

total scattering were collected at 300 K, 500 K and 575 K to allow for an analysis of each 
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of the polymorphs that appear above room temperature. Neutron scattering data were 

collected for 8 hrs, equating to 1300 μA, at each temperature for the stoichiometric bornite, 

Cu5FeS4. Diffraction data from the 50 o, 90 o and 150 o banks (3, 4 and 5) were used in 

Rietveld analysis. Data from each of the detector banks were combined and used for 

analysis of the total scattering data. Background scattering data for the furnace, ampoule 

and vanadium were also recorded. These data were reduced and the background was 

subtracted from the total scattering data using the Gudrun analysis software.226 The Mantid 

analysis software was used to process the Bragg diffraction data.210 

Thermal parameters, atom positions, site occupancies and lattice parameters were allowed 

to refine whilst the composition was constrained to Cu5FeS4 during Rietveld analysis at 

each temperature. The GSAS software package and the EXPGUI was used to perform 

Rietveld analysis of the Bragg diffraction data.209 

4.2 Diffraction Results and Discussion 

4.2.1 Room Temperature X-ray Diffraction 

The room temperature X-ray diffraction data collected on a sample of bornite, synthesised 

through mechanochemical techniques followed by hot pressing, can be indexed on the 

basis of the orthorhombic 4a supercell (a = 10.953(1) Å, b =21.8694(16) Å, c = 

10.9464(10) Å), consistent with a single phase of the stoichiometric parent phase (Figure 

4-2). This is in contrast to the suggestion, from HRTEM studies on stoichiometric bornite, 

that a mixture 6a, 4a, 2a and a phases should coexist at room temperature.279 Refinements 

including two phases, with 4a and either 2a or a phases, did not lead to an improvement in 

the fit to the diffraction data. 

4.2.2 Advantages of Neutron Diffraction for a Mixed Cu-Fe Material 

Total scattering experiments should allow for the Cu-Fe ordering within bornite to be 

established. The bound coherent scattering lengths and the total scattering cross sections of 

Cu and Fe provide significant contrast, coherent b = 7.72 and 9.45 fm and; xs = 8.03 and 

11.62 barns, respectively. Meanwhile, the X-ray form factors of copper and iron are very 

similar (Table 2-1). Therefore the proposed cation ordering models from X-ray diffraction 

studies and computational studies are speculative. The data presented in the following 

chapter, and subsequent analysis of these data, seek to provide further insights into the 

cation ordering in the structure. 
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Figure 4-2 – Le Bail refinement using powder X-ray diffraction data for Cu5FeS4. The 

observed, calculated and difference profiles are denoted by crosses, the red solid line and 

the lower full line respectively.  Markers represent the reflection positions for the 4a phase 

of Cu5FeS4 (space group Pbca). 

4.2.3 Ambient-Temperature Orthorhombic Phase of Bornite, 4a 

Powder neutron diffraction data were collected to investigate the Cu and Fe ordering in 

stoichiometric bornite. The asymmetric unit cell of ambient-temperature bornite has 12 

crystallographically unique cation sites: 8 within the AF sub-cell and 4 within the ZB sub-

cell. The asymmetric unit contains 2 formula units, Z = 2, Cu10Fe2S8. In a fully ordered 

structure, 10 Cu atoms and 2 Fe atoms would occupy the 12 crystallographically unique 

cation sites. Alternatively, the iron may be partially ordered. This structural complexity 

results in many possible configurations of cation ordering across the asymmetric unit. 

Here, order and disorder of iron cations within the discrete AF and ZB sub-cells was 

considered in the diffraction analysis. The different modes of cation ordering can be 

considered in terms of the asymmetric unit cell and the AF and ZB sub-cells. These are 

displayed in Figure 4-3. 

The fully disordered model has a site occupancy of SOFFe = 1/6 at each cation site and 

gives an even distribution of iron cations (Figure 4-3(A1)). Partially ordered models have 

the iron cations evenly distributed over either the AF sites only, SOFFe = ¼ (Figure 

4-3(A3)), or the ZB sites only, SOFFe = ½ (Figure 4-3(A2)). For the iron to be fully ordered 

within the ZB sub-cell, two sites must have SOFFe = 1. These two sites will always appear 
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as vertex-sharing FeS4 tetrahedra, hence there is one mode of iron ordering in these sub-

cells (Figure 4-3(A4)). Meanwhile, full ordering of iron cations within the AF type sub-cell, 

where two cation sites have a SOFFe = 1, leads the three distinct modes of iron ordering. 

The iron tetrahedra, FeS4, may be edge sharing and have edge-pair correlations within the 

AF sub-cell (Figure 4-3(A7)). FeS4 tetrahedra may also be vertex-sharing within the AF 

sub-cells with face-diagonal correlations (Figure 4-3(A5)), or they can occupy body-

diagonal positions within the AF sub-cell and show no inter-connection between FeS4 

tetrahedra (Figure 4-3(A6)).  

This gives 7 distinct cation ordering modes, and these may be satisfied by different 

combinations of occupied crystallographic sites. Many of these are equivalent or very 

similar through symmetry. This can therefore be simplified into the specific set of ordering 

configurations (An, where the A subscript denotes ‘Ambient’-temperature):  

• (A1) Fe is fully disordered over all cation sites 

• (A2) Fe is disordered over ZB cation sites 

• (A3) Fe is disordered over AF cation sites  

• (A4) Fe occupies face diagonal positions in ZB sub-cells  

• (A5) Fe occupies face diagonal positions in AF sub-cells 

• (A6) Fe occupies body diagonal positions in AF sub-cells 

• (A7) Fe occupies edge pair positions in AF sub-cells 

Full Rietveld analysis was performed for each of the Cu-Fe ordering schemes described 

above. The values for the Rwp and χ2 resulting from this analysis provide some evidence 

toward a preferred Cu-Fe ordering scheme in bornite. Lower values of Rwp and χ2 are 

observed in models where iron is ordered in AF sub-cells, i.e. in models A5 to A7 (Table 

4-1). 

Each of the models provide a good fit to the diffraction data. A visual analysis of the 

difference profiles also led to the same conclusion – a better fit is achieved when iron is 

located in the AF sub-cells. 

A comparison of the difference curves from each refinement is provided in Figure 4-4. 

This diagram shows that ordering schemes A2 and A4 have marked mis-match in intensity 

at d = 2.5, 3.25, 4.1 and 6.5 Å (full Rietveld profiles in the e-appendix). This provides 

further evidence that Fe is unlikely to be ordered over the ZB sites and supports the 

ordering schemes proposed by Koto & Morimoto, model A6.155 
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(A1)  (A2)   

(A3)   (A4)   

(A5)  (A6)    

(A7)  (b)   

Figure 4-3 -Perspective view of the possible iron ordering configurations across the two 

sub-cells/ asymmetric unit cell and which are used in Rietveld refinements. Numbered 

items correspond to the model number and are described above and in Table 4.1, (b) – 

perspective view of the section of the unit cell (model A6) used in the diagrams A1-A7. Blue 

– copper; orange – iron; purple – mixed copper-iron sites and yellow – sulphur. The 

coloured boxes correspond to line colours in Figure 4-4. 

The ordering scheme determined by Koto et al. was suggested from X-ray diffraction data 

on the basis that tetrahedral distortion is more likely to occur for Cu1+S4 tetrahedra than 

Fe3+S4 tetrahedra. Due to the differentiation in scattering cross sections of copper and iron 

afforded by neutrons, this analysis has confirmed that iron is located within the AF sub-

cells in the 4a phase of stoichiometric bornite.  

Whilst these data certainly indicate that Fe is in the AF sub-cell, they do not provide an 

unambiguous answer to how the iron orders within the AF sub-cell. Here models A3, A5, A6 
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and A7 provide a similar fit to the diffraction data. Models A5 to A7 showing a slightly 

better fit to the data compared to the disordered model, A3, suggesting that the iron is likely 

to be ordered within the AF sub-cells. The Fe3+S4 tetrahedra in the structure should be less 

inclined to form corner and edge sharing tetrahedra due to electrostatic interactions. Thus, 

the body-diagonal model A6 is used here to describe the ambient-temperature 4a structure 

of bornite (Table 4-2). 

Table 4-1 – Goodness-of-fit parameters for each of the iron ordering configurations used 

in Rietveld analysis of bornite at room temperature 

  Bank 3 Bank 4 Bank 5   

 Iron order config. Rwp/ % Rwp/ % Rwp/ % χ2 

(A1) Fully disordered 3.12 2.51 2.95 2.030 

(A2) Disordered in ZB 3.7 2.96 3.22 2.679 

(A3) Disordered in AF 2.98 2.41 2.89 1.881 

(A4) Ordered in ZB 3.78 2.98 3.21 2.713 

(A5) Face diagonal AF 2.98 2.41 2.87 1.873 

(A6) Body diagonal AF 2.96 2.39 2.82 1.835 

(A7) Edge pairs AF 2.93 2.39 2.83 1.826 

 

  

Figure 4-4 – Difference profiles resulting from each of the iron ordering configurations 

used in Rietveld analysis of bornite at room temperature. Numbered items correspond to 

the numbered items in Figure 4-3 and Table 4-1. 
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Figure 4-5 – Full Rietveld refinement profiles from multi-bank refinements of the data 

collected at room temperature for the sample with composition Cu5FeS4. (a), (b) and (c)/ 

(d), (e) and (f) correspond to the 150 °, 90 ° and 50 ° banks (5, 4 and 3), respectively. (a, 

b, c) - are the resulting profiles for model A1; (d, e, f) – are the resulting profiles from 

model A6. Black points – Observed; red line – calculated, blue line – difference profile; 

Pink markers – Bragg reflections for the Pbca phase.   
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Table 4-2 – Crystallographic parameters for the body-diagonal-ordered model, A6, of 

bornite at room-temperature determined from Rietveld analysis of neutron diffraction data.  

Temperature/ K 300  

 

Space group 𝑃𝑏𝑐𝑎  

Lattice Parameters/ Å a/ Å 10.945(1) 

 b/ Å 21.858(1) 

 c/ Å 10.945(1) 

S(all) Uiso/ Å
2 0.0060(6) 

Cu/Fe(all) Uiso/ Å
2 0.0257(2) 

Cu/Fe/S SOFall 1 

Wyckoff symbol – 8c all x y z 

S(1) 0.010(2) 0.001(2) 0.248(3) 

S(2) 0.006(3) 0.257(1) 0.260(3) 

S(3) 0.242(3) 0.125(2) 0.258(31) 

S(4) 0.249(3) 0.000(1) 0.498(4) 

S(5) 0.003(3) 0.128(2) 0.502(3) 

S(6) 0.002(3) 0.125(2) 0.004(3) 

S(7) 0.260(3) 0.128(2) 0.739(3) 

S(8) 0.263(3) 0.251(1) 0.498(3) 

Cu(1) 0.129(2) 0.058(1) 0.368(2) 

Cu(2) 0.113(1) 0.063(1) 0.631(2) 

Cu(3) 0.383(2) 0.062(1) 0.370(2) 

Fe(4) 0.373(1) 0.059(1) 0.632(1) 

Fe(5) 0.124(1) 0.190(1) 0.377(1) 

Cu(6) 0.133(1) 0.195(1) 0.645(1) 

Cu(7) 0.380(1) 0.188(1) 0.358(1) 

Cu(8) 0.377(1) 0.189(1) 0.623(2) 

Cu(9) 0.146(1) 0.071(1) 0.897(1) 

Cu(10) 0.325(1) 0.085(1) 0.078(1) 

Cu(11) 0.1476(1) 0.1786(1) 0.010(1) 

Cu(12) 0.365(1) 0.186(1) 0.889(1) 

Goodness of fit Rwp/% Rexp/%  

Bank 3, 50° 2.96 9.05 

Bank 4, 90° 2.39 4.53 

Bank 5, 140° 2.82 4.54 

Average 2.64 6.15 

 χ2 1.835 
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Figure 4-6  - Extracted or calculated structural parameters for each cation site in model 

A6, as determined from the structural data after Rietveld analysis of room temperature 

neutron diffraction data for sample with composition Cu5FeS4. (a) – Bond distances; (b) -

bond angles; (c) - bong length deviation and (d) – bond angle variance. 

Relatively small polyhedral distortion parameters are observed for most of the cations 

within the AF sub cells, M(1) through to M(8), where mean bond angles are very close to 

the ideal tetrahedral angle (Appendix I). Cu(6) is an exception and shows Cu-S bond 

angles that are more similar to trigonal-planar geometry as well as a relatively large value 

of bond angle variance (Appendix I and σtetrahedron = 66). Large polyhedral distortion 

parameters are observed for each of the copper sites in the ZB sub-cell, Cu(9) through to 

Cu(12) have σtetrahedron = 88, 342, 101 and 62; Δtetrahedron = 8.6, 33.1, 13.2 and 3.19, 

respectively, and cation sites Cu(9,10,11) show bond angles that are more similar to 

trigonal-planar geometry cations, mean θS-Cu-S = 116.9, 119.9 and 117.2 °, respectively. 

Cu(12) on the other hand, does not exhibit as significant trigonal-like bond angle 

geometry, mean θS-Cu-S = 114.8 °, despite large polyhedral distortions. Figure 4-7 shows a 

cation layer, b = 0 to ¼, of the unit cell for the structure and the distribution of the 

trigonally distorted and tetrahedral cation sites within 4a bornite. These observations are in 
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strong agreement with observations made by Martinelli et al. Their data also show that at 

ambient temperatures, the ZB cation sites show marked bond-TO angle distortions.277 

 

Figure 4-7 – Projection view of the along the [001] direction for a ‘slice’ of the unit cell,  

b = 0 to ¼, showing the arrangement of polyhedra in the unit cell of 4a bornite, model A6. 

A maximum Cu-S bond distance of 2.6 Å is used to show the trigonally distorted sites. Dark 

Blue – AF copper; Light Blue, ZB copper; orange – iron and yellow sulphur. 

4.2.4 High-Temperature Cubic Phase of Bornite, a 

The high-temperature structure of bornite has been described in the space group Fm3̅m. 

This cation-deficient anti-fluorite structure consists of an equal distribution of the copper, 

iron and vacancies over each of the cation sites.159,280 For the following models denoted Hn, 

the H subscript denotes ‘High’-temperature. In the model proposed by Morimoto et al., the 

iron and copper occupy the same 192 fold site, with a total site occupancy SOFCu,Fe = 

0.031 (model H1, Table 4-3).275 Effectively this models the tetrahedral site as a smear of 

electron intensity over the tetrahedral centre. This behaviour is often observed for PLEC-

type thermoelectrics.281 Alternatively, the iron may be modelled at the centre of the 

tetrahedral site using the same space group with cations located at (¼, ¼, ¼) and have a 

multiplicity of 8c. Here the fractional occupancy at each site is SOFCu  = 5/8 and SOFFe = 

1/8, consistent with the chemical formula Cu5Fe□2S4 (model H2, Table 4-3).  

Another description of the unit cell is available in the ICSD and presented in an earlier 

paper by Tunell et al.282 In this study they described the ambient-temperature structure on 

the basis of an a×a×a unit cell with space group F23.This model provides a reasonable 

description of the average sub-cell of the high-temperature structure.282 Here cations 

occupy two crystallographic sites, located at (¼, ¼, ¼) and (¾, ¾, ¾), each has a 
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multiplicity of 4c or 4d (model H3, Table 4-4). Thus, three models are available for the 

analysis of the high-temperature structure and a representation of each is provided in 

Figure 4-8.  

Table 4-3 – Crystal structure data for the high-temperature cubic phase of bornite for: 

model H1, as available from the ICSD, Collection Code 43271;275 and model H2, an 

equivalent model (using the same space group) with low multiplicity at the cation sites. 

space group Fm3̅m    
a/ Å 5.5 

 

  
   

Model H1 Wyck. Symb. x y z SOF 

S 4a 0 0 0 1 

Cu 192l 0.31 0.29 0.27 0.026 

Fe 192l 0.31 0.29 0.27 0.005 

 

Model H2 Wyck. Symb. x y z SOF 

S 4a 0 0 0 1 

Cu 8c ¼  ¼ ¼ 0.625 

Fe 8c ¼ ¼ ¼ 0.125 

Table 4-4– Crystal structure data for the high-temperature cubic phase of bornite, model 
H3 as available from the ICSD, Collection Code 24174.282 

space group F23    
a/ Å 5.47 

 

  
  

Model H3 Wyck. Symb. x y z SOF 

S 4a 0 0 0 1 

Cu 4c ¼  ¼ ¼ 0.833 

Fe 4c ¼ ¼ ¼ 0.167 

Cu 4d ¾ ¾  ¾ 0.417 

Fe 4d ¾ ¾  ¾ 0.083 

 

Phase analysis of the neutron diffraction data, collected at 575 K, revealed that a secondary 

chalcopyrite-type phase is present. This behaviour was also observed by Kumar et al. for 

stoichiometric and selenium-doped samples.159 This phase may form as a result of heating 

the sample in an evacuated chamber leading to a loss of sulphur. 

Rietveld analysis was performed using each of the structural models described above, 

along with an additional model, H4 (space group Fm3̅m), where cations are positioned over 

32f, (x, x, x), sites. Each of these 4 models, H1 to H4, provided a reasonable and comparable 

fit to the neutron diffraction data collected at 575 K. There was, however a considerable 
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mis-match in diffraction intensity for several of the Bragg reflections, notably those 

corresponding to d ≈ 1.25, 1.4, 1.65 and 3.18 Å (Figure 4-9(c-d)). This suggests that some 

structural information is missing from these models. 

 

Figure 4-8 –  Perspective view of the structure of high-temperature models used in the 

Rietveld analysis (a); (b); and (c) are models H1 and H4; H2 and H3; and H5 respectively. 

Yellow spheres – sulphur; Purple spheres/tetrahedra – mixed Cu/Fe sites; and blue 

spheres – copper sites. 

A structural model with two crystallographically distinct cation sites around the tetrahedral 

centre, H5, allowed for an improved fit to the neutron diffraction data (Figure 4-9(a-c)). In 

this model, H5 with space group F23, additional 16e cation site were added and positioned 

at (x, x, x) coordinates of (0.3, 0.3, 0.3) and (0.6, 0.6, 0.6) along with the cations positioned 

at (¼, ¼, ¼) and ( ¾, ¾, ¾), 4c and 4d, sites (model H5, Figure 4-9). The occurrence of 

both tetrahedrally coordinated sites and trigonally coordinates sites is consistent with the 

observations made for the low-temperature phase. Additionally, this type of split-site 

behaviour is also observed in the β-phase of the fast-ion conductor thermoelectric material 

CuAgSe.187 This analysis has therefore provided a new structural model for the high-

temperature phase of stoichiometric bornite. 

In order to determine the cation ordering in the structure, using model H5, several cation 

ordering configurations were used during the Rietveld analysis of the diffraction data. The 

two trigonally-distorted 16e Wyckoff sites are referred to as the 16e’ and 16e’’ sites here 

onward and these occupy the same tetrahedral hole as the 4d and 4c site, respectively. A 

tabulated analysis of these configurations is presented in Table 4-5: 

(H5i) Fe is fully disordered over all cation sites  

(H5ii) Fe occupies all cation sites and SOFFe was refined 

(H5iii) Fe only occupies the tetrahedrally centred positions, 4c and 4d  

(H5iv) Fe only occupies the trigonally distorted positions, 16e’ and 16e’’ 



Chapter 4  Sebastian Long 

 

128 

 

(H5v) Fe has zinc-blende type arrangement, 4c and 16e’’ 

(H5vi) Fe has zinc-blende type arrangement in tetrahedral centres, 4c 

(H5vii) Fe has zinc-blende type arrangement in distorted sites, 16e’’ 

 

Figure 4-9 – Full Rietveld refinement profiles from multi-bank refinements of the data 

collected at 575 K for the sample with composition Cu5FeS4. (a), (b) and (c)/ (d), (e) and 

(f) correspond to 150 °, 90 ° and 50 ° banks (5, 4 and 3), respectively. (a, b, c) - are the 

resulting profiles for model H3; (d, e, f) – are the resulting profiles from model H5. Black 

points – Observed; red line – calculated, blue line – difference profile; Pink markers – 

Bragg reflections for the F23 phase. 

Each of the cation ordering models (H5i
 – H5vii) investigated shows an excellent fit to the 

neutron diffraction data (Table 4-5). The observed Rwp and χ2 values do not provide a 
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definitive basis to determine an iron ordering configuration for the structure. However, 

there does appears to be a preference toward Fe ordering at the tetrahedrally-centred sites, 

4c and 4d. Fe3+ is less likely to form distorted tetrahedra in mineral type phases than Cu+. 

Therefore, the cation ordering configuration in model I5iii is used here to describe the 

structure of high-temperature bornite (Table 4-6). As a side note, χ2 below unity have 

occurred in this analysis. This is because many background terms were needed to get a flat 

difference curve.  

Table 4-5 – (a) Iron ordering configurations investigated, a tick or cross denotes whether 

or not iron occupies that site. (b) Goodness of fit for each of the structural models.  

(a) Wyckoff Sym  (b) Bank 3 Bank 4 Bank 5  
Fe Ordering type 4c 4d 16e' 16e”  Rwp Rwp Rwp χ2 

(H5i) ✓ ✓ ✓ ✓  2.99 1.84 1.86 1.11 

(H5ii) ✓ ✓ ✓ ✓  2.94 1.76 1.81 1.04 

(H5iii) ✓ ✓ x x  2.89 1.76 1.79 0.986 

(H5iv) x x ✓ ✓  2.92 1.73 1.79 1.02 

(H5v) ✓ x ✓ x  2.89 1.67 1.79 0.987 

(H5vi) ✓ x x x  2.89 1.67 1.78 0.981 

(H5vii) x x ✓ x  2.91 1.72 1.78 1.01 

Table 4-6 - Crystallographic parameters for the high-temperature phase of bornite 

determined using Rietveld refinement and model H5iii , with iron occupying 4c and 4d sites, 

for neutron diffraction data collected at 575 K. * - fixed values before reaching 

convergence. 

 space group F23    
a/ Å 5.50891(2) 

   

M - Uiso/ Å2 0.0588(4) 

S - Uiso/ Å2 0.0310(4) 

 Wyck. Symb. x y z SOF 

S 4a 0 0 0 1 

Cu(1) 4c ¼  ¼  ¼  0.36(1) 

Fe(1) 4c ¼  ¼  ¼  0.11(1) 

Cu(3) 16e’ 0.33* 0.33* 0.33* 0.068(3) 

Cu(2) 4d ¼  ¼  ¾ 0.48(1) 

Fe(2) 4d ¼  ¼  ¾ 0.13(1) 

Cu(4) 16e’’ 0.65* 0.65* 0.65* 0.033(3) 

50° Bank Rwp/% 2.89 Rp/% 7.47  
90° Bank Rwp/% 1.76 Rp/% 2.63  
150° Bank Rwp/% 1.79 Rp/% 2.73  

Overall Rwp/% 1.91 Rp/% 4.18  

  χ2 0.986 
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4.2.5 Intermediate Cubic Phase of Bornite, 2a 

4.2.5.1 Structural Models Used in Refinements 

The structural model available through the ICSD for the intermediate phase, space group 

Fm3̅m, includes cation sites with a high multiplicity. This is a super-group of the 

orthorhombic space group Pbca (For the following models the superscript I denotes 

‘Intermediate’-temperature). The structure is described by the 2ap×2ap×2ap cubic unit cell 

with 3 crystallographically distinct cation sites and 2 anion sites (model I1, Figure 4-10(a), 

Table 4-7).276 Two of the cation sites have multiplicity 96k, position (x, x, z) and the third 

cation site has a multiplicity of 32f  and position (x, x, x). These three cation sites model 

the tetrahedral centre sites and the distorted site with trigonal geometry. A structural model 

with lower multiplicities can be built using the same space group and cations sitting at 

general positions along with the additional site, 32f (model I2, Figure 4-10(b)). Both of 

these models represent a superstructure devoid of any vacancy ordering in ZB sub-cells, 

the structure consists of alternating fully-occupied AF sub cells and cation deficient AF-

type sub-cells, where SOF = 0.5, these deficient sub-cells are referred to here onwards as 

ZB* sub-cells.  

Ding et al. has described the structure of 2a bornite with structural models that are fully 

ordered variations of the structures described above. Each is described in the space group 

F4̅3m, with cations positioned at the general positions, 16e, (x, x, x) ≈ (
1

8
,

1

8
,

1

8
), (

3

8
,

1

8
,

1

8
), 

(
5

8
,

1

8
,

1

8
) and (

7

8
,

1

8
,

1

8
).278 These models were constructed for a computational study of the 

Cu-Fe ordering and their results suggested that Fe may be ordered within the AF sub-cells. 

The site occupancy factors were modified here in order to match the chemical formula of 

bornite, Cu5FeS4. Removal of any single cation site introduces the vacancy ordering 

described in section 4.1 (model I3, Figure 4-10(c), Table 4-8). Models used in Rietveld 

analysis include a vacancy ordered model, SOF16e = 1, 0, 1 and 1 (model I3); and an 

additional structural model with atomic density over each of the tetrahedral sites. Here the 

SOF’s correspond to a chemical formula of Cu5FeS4, e.g. SOF16e = 1, 1, 0.5 and 0.5 (model 

I4, Figure 4-10(d)). 

Each of the structural models, I1 to I4, described above has been used to provide a fit to the 

neutron diffraction data. A new structural model has also been constructed to take into 

account the structural information available in the F4̅3m and Fm3̅m models. This new 

model, I5, uses space group F23 to describe the structure of intermediate bornite. This 
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model provides 4 crystallographically unique tetrahedral sites, similar to F4̅3m – models I3 

and I4, and allows for split-sites around the tetrahedral centres (Figure 4-10(e)) to account 

for the trigonally distorted behaviour of cations, as observed in Fm3̅m – models I1 and I2. 

Table 4-7 – Crystal structure data for the intermediate-temperature cubic phase of bornite 

for model I1 with space group Fm3̅m as available from the ICSD, Collection Code 

200424.276 

Space group 𝐹𝑚3̅𝑚    
a/ Å 10.981    

 Wy. Symb. x y z SOF 

Cu 32 f 0.091(1) 0.091(1) 0.091(1) 0.258 

Fe 32 f 0.091(1) 0.091(1) 0.091(1) 0.052 

Cu 96 k 0.130(2) 0.130(2) 0.130(2) 0.058 

Fe 96 k 0.130(2) 0.130(2) 0.130(2) 0.012 

Cu 96 k 0.361(1) 0.139(1) 0.113(1) 0.275 

Fe 96 k 0.361(1) 0.139(1) 0.113(1) 0.055 

S 24 e 0.254(1) 0 0 1 

S 8 c ¼ ¼ ¼ 1 

Table 4-8 – Crystal structure data for the intermediate-temperature structure of bornite for 

model I3 with space group F4̅3m, as proposed by Ding et al.278 

Space group 𝐹4̅3𝑚     
a/ Å 10.981     

 Wyck. Symb. x y z SOF 

Cu 16 e 1/8 1/8 1/8 1 

Cu 16 e 3/8 1/8 1/8 0 

Cu 16 e 5/8 1/8 1/8 1 

Fe 16 e 7/8 1/8 1/8 1 

S 4a 0 0 0 1 

S 4 b ½ 0 0 1 

S 24g ¼ ¼ 0 1 

 

The results from Rietveld analysis on these structural models show that it is not necessary 

to include high multiplicity sites. Models I1 and I2 show a similar fit to the neutron 

diffraction data. Full vacancy ordering is only present in model I3 and the Bragg reflections 

at d ≈ 2.75, 3.17 and 3.32 Å do not fit correctly for any cation ordering configuration used 

in the Rietveld analysis. Introducing atomic intensity into the vacant sites, as in model I4, 

markedly improves the fit to the diffraction data. This indicates that the vacant sites in the 

ZB sub-cells are not fully ordered and the structure of intermediate bornite should indeed 

be described by alternating AF and ZB* sub-cells. Furthermore, the Rwp and 𝜒2 values 
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clearly demonstrate that models I1, I2 and I5 are more appropriate. This indicates that it is 

necessary to include the trigonally distorted cation sites into the structural models of the 

intermediate phase of bornite. 

Table 4-9 – Goodness of fit parameters as determined for each of the structural models. 

(Detailed structural data in e-appendix)  

 bank 5 bank 4 bank 3  
Space group Rwp/ % Rwp/ % Rwp/ % χ2 

Model I1 – Fm3̅m 3.03 2.34 4.39 1.116 

Model I2 – Fm3̅m 3.03 2.39 4.38 1.152 

Model I3 – F4̅3m 3.75 4.27 8.08 3.012 

Model I4 – F4̅3m  3.75 3.09 5.59 1.835 

Model I5 – F23 2.96 2.34 4.31 1.106 
  

(a)   (b)  

(c)        (d)  

(e)    (f)   

Figure 4-10 – Projection views along the [100] direction of half (y = b/2) of the unit cell 

(as shown in f) for the intermediate-temperature phase of bornite, Cu5FeS4, to show the 

cation ordering and site-splitting in the sub-cells. (a, b, c, d and e/f) – Model I1, I2,  I3, I4 

and I5. Yellow spheres -sulphur; Red spheres – cations in AF sub-cells; Blue spheres – 

tetrahedrally centred cations in ZB* sub-cells and; green spheres - trigonally distorted 

cations in ZB* sub-cells. 
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Figure 4-11 – Full Rietveld refinement profiles from multi-bank refinements of the neutron 

diffraction data collected at 500 K for the sample with composition Cu5FeS4.  (a), (b) and 

(c)/ (d), (e) and (f) correspond to banks 5, 4 and 3 (150, 90 and 50 º), respectively. (a, b, c) 

are the resulting profiles from model I3.(d, e, f) are the resulting profiles for model I5. 

Black points – Observed; red line – calculated, blue line – difference profile; Pink markers 

– Bragg reflections for the F4̅3m or F23 phase, respectively. 
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4.2.5.2 Cation Ordering in Intermediate Bornite, 2a 

The structural models, model I2 and model I5 with space group Fm3̅m and F23, 

respectively, were used to explore copper/iron ordering in the intermediate phase of 

bornite. Four cation ordering configurations were used for the investigation of each 

structure type. These models differ in respect to the number of crystallographically unique 

tetrahedral centres there are, 2 in model I2 and 4 in model I5. This allowed the same 

ordering configurations to be investigated. In these structural models, iron was only 

modelled over the tetrahedral sites. The models were: 

• (I2i, 
I5i) Fe is fully disordered over all tetrahedral sites (Site occupancy factor of 

iron is fixed during refinements) 

• (I2ii, 
I5ii) Fe only occupies AF sites 

• (I2iii, 
I5iii) Fe only occupies ZB sites 

• (I2iv, 
I5iv) Fe is partially ordered over all tetrahedral sites (Site occupancy factor of 

iron is also refined) 

There are 2 distinct sub-cells within the structure. The first is a ‘fully’ occupied AF-type 

sub-cell (a×a×a), in models I2i and I5i this is represented by their respective site 

occupancy factors of close to 1: SOFM(1)=0.912 in I2i and SOFM(1),M(2)=0.970, 0.928 in I5i. 

The second is an AF-type sub-cell, (a×a×a), where each of the tetrahedral sites is 

occupied by close to a half by metal atoms and a half by vacancies: SOFM(2)=0.575 in I2i 

and SOFM(3),M(4)=0.433, 0.6742 in I5i. This represents a disorder of cations and vacancies 

across those sites. This observation is in excellent agreement with the description of 

intermediate bornite by Kanazawa et al.276 This vacancy-disordered AF-type sub-cell 

would represent the ZB* type sub-cell, this nomenclature is used to maintain some 

consistency with the 4a phase and to provide clear distinction between the two sub-cell 

types.  

Similar to the 4a phase the structure can still be described by alternating AF and ZB* sub-

cells in each direction, x, y and z. However, ZB* sub-cells now show a significant degree of 

disorder. The type of disorder within or between the sub-cells is not revealed by this 

analysis of the average structure. Furthermore, the mode of copper - iron ordering within 

the structure is not revealed by this order/disorder analysis. Each of the cation ordering 

models gives a comparable fit to the neutron diffraction data. This is true for both the I2n 

and I5n (Fm3̅m and F23) structure types. These models provide an excellent fit to the data 

and the resulting Rwp and χ2 values provide no evidence that any single cation ordering 
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configuration best represents the intermediate structure of bornite but the models with 

space group F23 tend to provide a better fit to the data (Table 4-10). As such, model (I5i) 

with the space group F23 is used here to describe the intermediate structure of bornite. 

Table 4-10 – Site occupancy factor at each tetrahedral centre and goodness of fit 

parameters for the structural models used in cation ordering analysis, †  signifies that the 

distorted M(nt’) and tetrahedral M(nt’’) centres have been summed. ESDs 0.01 for all 

SOF. 

Model 

no. 
AF-SOF ZB*-SOF Bank 5 Bank 4 Bank 3  

 M(1) M(2†) Rwp/ % Rwp/ % Rwp/ % χ2 

I2i 0.91 0.58 3.04 2.39 4.39 1.16 

I2ii 0.9 0.61 3.03 2.39 4.37 1.15 

I2iii 0.91 0.57 3.02 2.39 4.37 1.15 

I2iv 0.95 0.55 3.03 2.39 4.38 1.15 

Site 

av. 
0.92 0.58 

    

 

Model 

no. 
AF-SOF ZB*- SOF Bank 5 Bank 4 Bank 3  

 M(1) M(2†) M(3†) M(4†) Rwp/ % Rwp/ % Rwp/ % χ2 

I5i 0.97 0.93 0.43 0.67 2.96 2.34 4.31 1.11 

I5ii 0.98 0.77 0.52 0.74 2.99 2.34 4.29 1.11 

I5iii 0.97 0.93 0.47 0.63 3.16 2.38 4.27 1.18 

I5iv 0.98 0.9 0.45 0.63 2.97 2.31 4.28 1.09 

Site av. 0.98 0.88 0.47 0.67 
    

Subcell 

av. 
0.93  0.55  

    

 

The average occupancy data from each model provides some further insight to the 

structure. Notably, the AF sub-cells are slightly cation deficient and the ZB* sub-cells are 

slightly cation rich, as compared to the ideal SOF = 1 and 0.5. AF sites are ca. 90% 

occupied whereas the ZB* sites are ca. 60% occupied. However, from this study alone 

there is no strong evidence to support either of the suggested iron ordering schemes 

proposed by Ding et al.278 Location of Fe in this complex structure is not possible through 

Bragg diffraction techniques alone, despite the advantages afforded by using neutrons. 

Here, the total scattering data were collected (this includes the Bragg diffraction data 
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analysed above) which provide further insight toward the Cu-Fe ordering within each of 

these structural phases of stoichiometric bornite. These data will be examined in the 

following section.  

Table 4-11 – Crystallographic parameters for the intermediate-temperature phase of 

bornite determined using Rietveld refinement and model I5i for the neutron diffraction data 

collected at 500 K. 

Temperature/ 

K 
500   

  

  Space group F23  
 a / Å 10.98381(6)   

S(all) Uiso/ Å
2 0.0202(4)   

Cu/Fe(all) Uiso/ Å
2 0.0530(4)   

Atom Label 

Wy. 

Sym 
x y z 

 SOF 

  S(1) 4a 0 0 0 1 

  S(2) 4b 0 0 0.5 1 

  S(3) 24g ¼  ¼  -0.0038(5) 1 

M(1) Cu(1) 16e 0.8736(4) 0.8736(4) 0.8736(4) 0.845(6) 

  Fe(1) 16e 0.8736(4) 0.8736(4) 0.8736(4) 0.125 

M(2) Cu(2) 16e 0.8816(4) 0.8816(4) 0.6184(4) 0.549(8) 

  Fe(2) 16e 0.8816(4) 0.8816(4) 0.6184(4) 0.125 

M(3t’) Cu(3t’) 16e 0.1182(13) 0.1182(13) 0.3818(13) 0.025(4) 

  Fe(3t’) 16e 0.1182(13) 0.1182(13) 0.3818(13) 0.125 

M(3t’’) Cu(3t’’) 16e 0.1721(6) 0.1721(6) 0.3279(6) 0.283(4) 

M(4t’) Cu(4t’) 16e 1.1269(4) 1.1269(4) 1.1269(4) 0.526(3) 

  Fe(4t’) 16e 1.1269(4) 1.1269(4) 1.1269(4) 0.125 

M(4t’’) Cu(4t’’) 16e 1.1656(8) 1.1656(8) 1.1656(8) 0.277(3) 

Bank 3, 50° Rwp/ % 2.96 Rp/ % 4.98  
Bank 4, 90° Rwp / % 2.34 Rp/ % 3.70  
Bank 5, 140° Rwp / % 4.31 Rp/ % 6.03  

Total Rwp / % 2.81 Rp/ % 4.73  

  χ2 1.106 
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4.3 Pair Distribution Function Analysis of Bornite 

4.3.1 Experimental Procedure and Data Preparation 

The results from section 4.2 demonstrate the difficulty in pinpointing the location of the 

iron within these complex crystal structures. The following analysis seeks to further 

understand the ordering of copper and iron within the structure. The data collected during 

the diffraction experiment above also contains the total scattering data to a high Q. These 

data can be used for analysis of the pair distribution function of bornite at each 

temperature.  

The Gudrun analysis software was used to subtract the background contributions to the 

data and to prepare the total scattering data.226 The G(r) and S(Q) functions were produced 

using the stog_new extension in the RMCprofile software package which carries out the 

Fourier transform of the total scattering data.227,283 The data2config extension in 

RMCprofile was used to create the supercells for each structure providing supercells of 

8×4×8, 6×6×6 and 12×12×12 for the orthorhombic structure at 300 K (Table 4-2), the 

cubic structure at 500 K (Table 4-11), and the cubic structure at 575 K (Table 4-6), 

respectively. These large box models were refined during the Reverse Monte-Carlo 

calculations. The RMC model was refined against 4 input data sets: Bragg diffraction data 

from POLARIS bank 4, 90° and over the d-spacing range 1 < d/ Å < 3.6, reciprocal space 

data, S(Q),  to Q = 30 Å and real-space data, G(r), over the range (i) 1 < r/ Å < 10 and (ii) 1 

< r/ Å < 50. Two ranges for the real-space data were used to ensure that the ordering in the 

low r-region could be modelled more accurately and to ensure the ordering to high r was 

not inaccurate. 

The weighting of each data set was 0.002, 0.01, 0.002 and 2.0 for the Bragg, reciprocal 

space, real space (i) and real space (ii) data respectively. A lower value signifies a larger 

influence on the calculated goodness-of-fit functions.  

Minimum distance windows were set for each of the atom-atom pairs at 2.09 Å. During the 

RMCprofile analysis, an atom swap parameter was included to allow copper and iron 

cations to swap positions with one another. Vacancies in the tetrahedral holes were 

modelled as dummy atoms into the supercell arrangements at each temperature and a 

second swap parameter allowed for the cations and vacancies to swap. The inclusion of 

both of these swapping parameters allows the system to swap between all available 

tetrahedral centres allowing for a large degree of randomisation in the calculation. A total 
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of 50 individual runs were performed for each of the starting configurations with each 

swapping parameter. From this, 50 structural configurations are generated for each set of 

calculations, the PDF partial plots presented in the following sections are generated from 

an average of the 50 structural configurations that resulted from calculations which used 

the same set of starting parameters. 

4.3.2 Insights into the Copper/Iron Ordering from Total Scattering 

Experiments 

4.3.2.1 Diagrammatic Representation of Structural Models 

Considered for PDF Analysis 

The resulting large-box structural models from the RMCprofile analysis were compressed 

onto their respective unit cells in space group 𝑃1. These unit cells containing ca. 30,000 

atoms were used here to investigate the short-range copper/iron ordering correlations in the 

ambient, intermediate and high-temperature phases of bornite.  

In the following section, diagrams are used to present the structural information gathered 

from these models. These diagrams depict the fractional occupancy of atoms present at 

each tetrahedral site. The unconventional approach used here is in favour of tables or 

graphs because there is a large number of sites for the ambient- and intermediate-

temperature phases: 128 and 64 tetrahedral centres, respectively for the unit cells in 𝑃1. 

These diagrams provide a more meaningful insight into the cation ordering across the 

tetrahedral sites. 

For the ambient and intermediate temperature phases, the structure is divided into four 

‘slices’. Each of these four ‘slices’ encompasses the cell-parameter range a = 0 to 1, b = 0 

to 1 and c = n to n + ¼ where n = 0, ¼, ½ and ¾. The supercells of bornite are constructed 

from AF and ZB type sub cells and different colours are used here to distinguish between 

the tetrahedral sites in the AF and ZB sub cells, coloured as red and blue in the table, 

respectively (Figure 4-12).  

An equivalent to the site occupancy factor has been determined from the resulting 

structural models in the space group P1. This has been calculated from: 

𝑆𝑂𝐹𝑀 =
𝑛𝑀

𝑠𝑖𝑡𝑒

𝑛𝑚𝑎𝑥
      (4-1) 

Here M=copper+iron, copper or iron and these are given by SOFcation, SOFCu and SOFFe 

respectively, 𝑛𝑀
𝑠𝑖𝑡𝑒, is the number of cations at a given site in the compressed supercell and 

nmax is the maximum number of cations that could be found at any given site. nmax is 
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determined by the total number of unit cells in the original large-box supercell. For 

example, in the 8×4×8 supercell of Pbca unit cells, there are 256 unit cells with dimensions 

2a×4a×2a and nmax=256.  

 

 

Figure 4-12 – Diagram depicting the relationship between the structural model, site 

occupancy data and the site occupancy tables as presented in the following sections. (a) – 

Perspective view of intermediate bornite with space group F23, red and blue depict AF or 

ZB tetrahedra, respectively, yellow spheres - sulphur; (b) – projection view along the 

[001] direction for a ‘slice’ of the unit cell between c = 0 to ¼; (c) - shows the hypothetical 

SOFcation values; and (d) – is the resulting diagram for one ‘slice’, c = 0 to ¼, in the 

structure, red and blue depict AF or ZB tetrahedral sites.  

4.3.3 Results from PDF Analysis of Ambient Temperature Bornite, 4a  

Two different starting structural configurations were used during the RMCprofile 

calculations. Each of these 8×4×8 supercells were constructed from different cation 

ordering models of the 2a×4a×2a unit cell for 4a bornite, space group Pbca. The starting 

models had:  

• (Ai) iron ordered in AF sites (Bragg model A6) or 

• (Aii) iron ordered in ZB sites (Bragg model A4) 

For each, calculations were performed with 2 different sets of calculation parameters: 

• (a) Atom swapping function: Cu and vacancies swap or 

• (b) Multiple atom swapping functions: Cu and vacancy; Fe and vacancy; Cu and Fe swap  
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This totals 4 sets of RMCprofile calculations for the ambient temperature phase, Ai-a, Ai-b, 

Aii-a and Aii-b. The two starting models were chosen because: (Ai) the Bragg-diffraction 

model provided the ‘best’ fit after Rietveld analysis; (Aii) the Bragg-diffraction model gave 

a less-good fit to the data but provided a substantially different starting point for the 

calculation. 

For the final models where swapping function (b) was used, the difference curves are near 

identical, the fit of Ai-b to each data set is shown in Figure 4-13. In contrast, the final 

model from calculations Aii-a showed a poorer fit to the experimental data. A plot of the 

difference curves is provided in Figure 4-14 as a visual guide for the difference in fit for 

each of the resulting structural models. Calculations using parameters, Ai-b and Aii-b, 

provided a strikingly similar final model and fit to the experimental data. The attainment of 

this common final model suggests that a reliable representation of the short-range ordering 

within the structure is achieved. Thus, the resulting structural models, Ai-b and Aii-b are 

discussed in the following section. 

 

Figure 4-13 - Difference profiles for G(r), S(Q) & Bragg diffraction for the room 

temperature data and the calculations run using starting parameters, Ai-b, constructed 

from the Pbca starting model A6. Here the observed, calculated and difference profiles are 

denoted by crosses, the red solid line and the lower full line, respectively. 



 

141 

 

 

Figure 4-14 – The difference curves after running RMCprofile for the fit of the respective 

structural models to the real-space data G(r). 

4.3.3.1 Iron Ordering in Ambient-Temperature Bornite 4a 

The observations made in section 4.2.3 led to a conclusion that the iron cations were 

ordered in the AF sub-cells in 4a phase of bornite. This was consistent with the suggestion 

that iron orders over AF sub-cells in the low-temperature phase, T < 65 K.277 The 

observations made here as a result of RMCprofile analysis using the total scattering data 

are consistent with the expected iron ordering. The average site occupancy factor for iron 

over the ZB and AF sites are SOFFe = 0 and SOFFe = 0.25, respectively in the 8×4×8 

supercell, corresponding to 2 of the 8 cation sites in the AF sub-cells. 

More significantly this structural analysis provides new insight to the ordering of iron 

cations within these sub-cells. In the compressed super-cell – a 2a×4a×2a unit cell 

represented by the space group, 𝑃1- there are 128 unique tetrahedral holes. For the 

structural model to show full iron ordering, all of the iron cations should be contained 

within 16 cations positions. Each of these tetrahedral sites would have an SOFFe = 1. In the 

resulting models there is strong evidence that iron ordering occurs. In two randomly 

selected final configurations from the (Ai) and (Aii) starting models there are: (Ai-b) 11 

cation sites with SOFFe > 0.7 and (Aii-b) 14 cation positions SOFFe > 0.7. The values of the 

SOFFe at each site reveals the iron ordering within the structure. Both final configurations 

(Ai-b and Aii-b) show evidence of iron-iron pairs most commonly occupying a face-

diagonal geometry within the AF unit cells and thus appear as vertex sharing FeS4 

tetrahedra. In both of these configurations, 4 of the 8 AF sub-cells have very prominent 

face-diagonal ordering SOFFe > 0.7. The remaining iron cations occupy tetrahedral sites in 

the compressed super cell that would correspond to face-edge pairs of edge-sharing FeS4 

and body-diagonal pairs where FeS4 are not interconnected in the AF subcell. However, 
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quantifying the number of these correlations in the compressed supercell is more 

challenging.  

These iron ordering correlations are supported by the peaks observed in the PDF partials of 

the metal-metal distances. In the lower 𝑟 region of the G(r), there are 3 distinct peaks for 

iron-iron geometries that corresponds to vertex-sharing, edge-sharing and body-diagonal  

pairs. The distance window for each of these are: ca. 2.5 < r/ Å < 3.25; ca. 3.25 < r/ Å < 

4.25; and ca. 4.25 < r/ Å < 5.25, respectively. In addition, the ZB face-diagonal/vertex-

sharing distance window is ca. 2.7 < r/ Å < 3.5 (Figure 4-15). The G(r) for the resulting 

models from experiments Ai-b and Aii-b exhibit a higher intensity for the peaks 

corresponding to the face-diagonal/vertex-sharing pairs. It is worth noting that, the 

intensity observed at ca. 3.8 < r/ Å < 4.3 and 4.5 < r/ Å < 5.0  would arise from 

correlations between vertex sharing sub-cells as well as from the correlations within 

defined sub-cells (PDF partial plots for all sets of calculations are provided in the appendix 

J, K, L for each temperature, respectively). 

The RMC analysis of the data presented here clearly demonstrate that iron cations 

preferentially order within face-diagonal positions within at least half of the AF subs-cell. 

This is in contrast to observations made by Martinelli et al.277 Furthermore, these results 

reveal why there is a difficulty in pinpointing the location of iron within the average 

structure. In section 4.2.3, the body-diagonal geometry within AF sub-cells was suggested 

based on the theory that the iron cations may be unlikely to vertex or edge share and this 

mode of ordering was in line with previous suggestions.277,278 

Most strikingly, this analysis reveals the possible crystallographic positions that iron 

should occupy within the average structure and using the space group Pbca. A comparison 

of the final structural model from RMC profile analysis can be made with the structural 

model for the average structure of the 4a phase. The local ordering of iron cations in the 

RMC structures, to a large extent, obey the symmetry imposed by the unit cell of the 

average structure with space group 𝑃𝑏𝑐𝑎. A graphical representation of an iron framework 

constructed from edge-sharing and vertex-sharing iron cations positioned at sites M(1), 

M(4), M(5) and M(8) only (Table 4-2) is shown in Figure 4-16(a). Here, these Fe sites are 

given as nodes and are interconnected with lines to show the spatial arrangement of this 

FeS4 framework. Each of the iron cations in the compressed P1 unit cell are shown in 

Figure 4-16(b), they clearly show the same arrangement in space as shown with the 

overlaid tetrahedral framework. Therefore, the RMC analysis of the structure reveals that 

the occupied iron sites would correspond to Fe(1,4,5 and 8) in the Pbca unit cell.  
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Figure 4-15 – PDF partials of the Metal-Metal distances in the 4a phase of bornite 

determined using model Ai and experiment parameter b using the average data from 50 

final models. 

  

Figure 4-16 – (a) – Framework of interconnected FeS4 tetrahedral sites with the central 

Fe cations given as nodes. Nodes correspond the M(1, 4, 5 and 8) sites in the 4a structure 

of bornite (sulphur and copper sites are excluded from the diagram) space group Pbca, 

Table 4-2. (b) – All observed iron cations in the compressed 8×4×8 supercell from 

calculation using parameters Ai-b, with the FeS4 framework overlaid and SOF values given 

for each site. 
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Figure 4-17 – Ordering of iron and cations in the n ≤ a ≤ n+¼ layers for the collapsed 

supercell of the ambient temperature phase of bornite. Red – tetrahedral sites in AF sub-

cells; Blue – tetrahedral sites in ZB sub-cells; numbers – the SOF at each tetrahedral site. 

SOFcation (a)      SOFFe (b)   

Layer 0.99 1 0.88 0.14   Layer 0.11 0 0 0 

n=0 1 0.98 0.11 0.95   n=0 0.96 0 0 0 

 0.07 0.91 1 0.99    0 0 0.84 0 

 0.95 0.13 1 0.99    0 0 0.25 0 

 0.99 1 0.12 0.93    0 0.53 0 0 

 0.97 1 0.88 0.08    0 0.15 0 0 

 0.88 0.11 0.97 1    0 0 0 0.93 

 0.11 0.94 0.99 0.98    0 0 0 0.04 

 

 

            

SOFcation (a)     SOFFe  (b)   
Layer 1 0.98 0.12 0.96   Layer 0 0.01 0 0 

n=1/4 0.99 1 0.84 0.09   n=1/4 0 0.86 0 0 

 0.85 0.12 0.98 0.98    0 0 0 0.08 

 0.08 0.93 1 0.99    0 0 0 0.38 

 1 0.98 0.88 0.17    0.73 0 0 0 

 1 0.99 0.07 0.93    0.96 0 0 0 

 0.05 0.95 1 0.99    0 0 0.99 0 

 0.88 0.16 1 0.99    0 0 0.22 0 

             
SOFcation (a)     SOFFe  (b)   
Layer 0.14 0.91 0.98 1   Layer 0 0 0 0.7 

n=1/2 0.95 0.07 0.99 1   n=1/2 0 0 0 0.55 

 0.97 1 0.95 0.14    0 0.98 0 0 

 1 1 0.14 0.9    0.01 0.02 0 0 

 0.93 0.1 1 0.98    0 0 0.06 0 

 0.11 0.89 1 0.99    0 0 0.66 0 

 1 0.98 0.07 0.84    0.46 0 0 0 

 1 0.99 0.97 0.11    0.17 0 0 0 

            
SOFcation (a)     SOFFe  (b)   
Layer 0.94 0.13 0.99 0.98   Layer 0 0 0.53 0 

n=3/4 0.05 0.86 0.99 0.96   n=3/4 0 0 0.65 0 

 1 0.98 0.07 0.87    0.95 0 0 0 

 1 0.98 0.9 0.13    0.12 0 0 0 

 0.14 0.95 0.99 0.99    0 0 0 0.02 

 0.86 0.12 0.98 1    0 0 0 0.99 

 0.99 1 0.9 0.08    0 0.46 0 0 

 0.99 1 0.13 0.87    0 0.52 0 0 
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However, on viewing the structure of the supercell down the z-axis, there are distinct 

channels with dimensions a×a (a ≈ 5.5 Å) that have low or close to zero occupancy of iron 

atoms (Figure 4-18). These iron deficient channels could not be modelled using the space 

group Pbca and the cation sites M(1), M(4), M(5) and M(8). The SOFFe for the M(1, 4, 5, 

8) equivalent sites in the compressed supercell P1 were determined and are shown in 

appendix J. For each Pbca equivalent site, there are 8 sites in the P1 unit cell. 7 out of the 

16 M(1,4) equivalent sites have a SOFFe of effectively zero (SOFFe ≤ 0.12) for the resulting 

models from the RMC calculations with parameters Ai-b and Aii-b. These sites correspond 

to the iron deficient channels seen in the Figure 4-18. This observation suggests that the 

current model for the 4a average structure of bornite, Pbca, can effectively model a 

partially ordered representation of the iron ordering and should use the site occupancy 

factors: SOFFe(1) = 0.25, SOFFe(4) = 0.25, SOFFe(5) = 0.6, SOFFe(8) = 0.9. A new average 

structural model would be needed to fully describe the iron ordering within the structure of 

4a bornite.   

 

Figure 4-18 – Projection view along the [001] direction of the FeS4/FeS3 polyhedra in the 

room-temperature structure of bornite, 4a, as determined from RMC profile analysis using 

calculation parameters Ai-b and showing the entire 8×4×8 supercell. Orange polyhedra – 

iron; yellow spheres – sulphur; Black outline – 2a×4a×2a unit cell sections. 

4.3.4 Results from PDF Analysis of Intermediate Bornite, 2a  

Three different starting models were used for the RMCprofile calculations. Each of the 

6×6×6 supercells were constructed from different cation ordering models of the 2a×2a×2a 

unit cell for the intermediate phase of bornite, space group F23. The starting models had 

the:  
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• (Ii) iron ordered in AF sites (Bragg model I5ii) or 

• (Iii) iron ordered in ZB sites (Bragg model I5iii) or 

• (Iiii) iron disordered over all cation sites (Bragg model I5i) 

For each, calculations were performed with 2 different sets of calculation parameters: 

• (a) Atom swapping function: Cu and Vacancies or 

• (b) Multiple atom swapping functions: Cu and Vacancy; Fe and Vacancy; Cu and Fe 

In total, RMC calculations were performed using 6 sets of calculation parameters, Ii-a, Iii-

a, Iiii-a, Ii-b, Iii-b and Iiii-b. A comparison of the difference curves for these final 

configurations does not provide any basis to differentiate between the structural models. 

The goodness of fit, χ2, from each set of calculations does however provide some insight 

Figure 4-19. There appears to be some difference in the χ2 for each of calculations run with 

swapping parameter (a). Crucially, the results from runs using swapping parameter (b) 

generally exhibit a lower χ2. The minimum χ2 values are all achieved for experiments with 

swapping parameter (b). 

The resulting configurations for calculations carried out using swapping parameter 𝑏 are 

used to describe the short-range order of intermediate bornite, an example of the fit to the 

experimental data is given in Figure 4-20. They each provide a comparable goodness of fit 

to the experimental data and the resulting structural models from the calculations run with 

parameters Ii-b, Iii-b and Iiii-b all provide data that lead to the same conclusions for the 

structural behaviour (appendix L). 

 

Figure 4-19 – Final goodness-of-fit parameter for each the RMC calculations run with the 

six different sets of starting parameters, as differentiated by the 6 different colours, for the 

intermediate phase of bornite, 2a. Results are sorted in descending order for clarity. 
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Figure 4-20- Difference profiles for G(r), S(Q) & Bragg diffraction for the neutron total 

scattering data collected at 500 K for the intermediate form of bornite and with experiment 

parameters Ii-b. Here the observed, calculated and difference profiles are denoted by 

crosses, the red solid line and the lower full line, respectively.   

4.3.4.1 Iron Ordering in Intermediate Bornite, 2a 

So far, the structural analyses of intermediate bornite, both in the literature and presented 

above in section 4.2.5, have not been able to determine whether iron is ordered within the 

AF or ZB sub-cells.276 Computational studies have suggested that iron is more likely to 

order within the AF sub-cell, similar to the 4a phase.278 The Bragg diffraction experiments 

above had intended to exploit the advantages offered by neutrons to model the iron within 

the structure. However, the analysis did not provide a clear preference for any iron 

ordering configuration, therefore the three models, Ii-b, Iii-b and Iiii-b, were employed in 

total scattering analysis. 

The total scattering data collected here along with the RMCprofile analysis allow for 

further insight to the copper and iron ordering within the 2a structure. The summed site 

occupancy factors of the copper and iron in each of the tetrahedral holes are consistent 

with those observed for the average structure and show AF – ZB* sub-cell ordering (Figure 

4-21). Here there are 4 AF type sub-cells where each of the tetrahedral sites have a 
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SOFcation = 0.87 to 1, corresponding to the ‘fully’ occupied AF sub-cells seen in the average 

structure. In the remaining 4 ZB*-type sub-cells, each of the tetrahedral sites has a 

SOFcation = 0.44 to 0.7, which would correspond to the sub-cells that are disordered with 

cations and vacancies. These AF and ZB* sub-cells alternate in each direction as 

previously described (Figure 4-21). So clearly this analysis has reliably modelled the sub-

cell ordering in the structure. 

Most significantly however, these experiments demonstrate that it is more likely to find 

iron occupying cation sites within the AF type sub-cells. In the resulting structural models, 

iron is shown to occupy both ZB* and AF sub-cells, however, it appears more frequently 

within the AF sub-cells. This can be expressed in terms of the percentage of all iron found 

within each sub cell type: 

%𝐹𝑒
𝑠𝑢𝑏−𝑐𝑒𝑙𝑙 =

1

32
∑ 𝑆𝑂𝐹𝐹𝑒

𝑠𝑢𝑏−𝑐𝑒𝑙𝑙
𝑖=32

1

32
∑ 𝑆𝑂𝐹𝑐𝑎𝑡𝑖𝑜𝑛

𝑠𝑢𝑏−𝑐𝑒𝑙𝑙
𝑖=32

    (4-2) 

 Here, ‘sub-cell’ corresponds to AF and ZB* respectively. For each of the resulting models 

from experiments Ii-b, Iii-b and Iiii-b, similar values for %𝐹𝑒
𝐴𝐹 and %𝐹𝑒

𝑍𝐵∗ were observed and 

an average between the 3 models gave a %𝐹𝑒
𝐴𝐹 = 22 and %𝐹𝑒

𝑍𝐵∗ = 7.5, respectively. This 

corresponds to ca. 82 % of all iron cations occupying the AF sub-cells in the intermediate 

structure of bornite. This is consistent with the suggestion from Ding et al. that iron is 

more likely to occupy the AF sub-cells.278 Despite this new insight offered by the 

compressed supercell of the 2a phase, P1, it provides no clear distinction between edge-

sharing, vertex-sharing or body-diagonal pairs of iron within this phase (Figure 4-21). 

The PDF partials from the set of calculations with starting parameters Ii-b are shown in 

Figure 4-22. The intensity over the regions of r that correspond to edge-sharing, vertex-

sharing and body-diagonal pairs shows a strikingly different behaviour to the 4a phase 

(Figure 4-22). The intensity of the peaks is similar over the regions in the G(r) plot 

corresponding to the edge-sharing and vertex-sharing pairs in the 2a phase, suggesting a 

similar number of these correlations. By contrast, the 4a phase showed a significantly 

higher number of vertex-sharing iron correlations. There is clearly a change in the ordering 

between adjacent and next-nearest sub-cells. There are two clearly defined peaks across 5.5 

< r/ Å < 7.3 for the 4a phase (Figure 4-15), whilst the same region of the G(r) plot for the 

2a phase shows a single peak (Figure 4-22). This suggests that the iron-iron correlations in 

the intermediate phase are significantly more disordered. Furthermore, there is a 
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substantial change in the Cu-Cu correlations at r < 2.75 Å, this will be investigated in 

section 4.3.6. 

SOFcation (a)    SOFFe  (b)   

Layer 0.57 0.70 0.92 0.96   Layer 0.07 0.08 0.13 0.26 

n=0 0.54 0.44 0.88 0.92   n=0 0.05 0.02 0.08 0.06 

 0.99 0.94 0.61 0.71    0.55 0.35 0.06 0.10 

 0.90 0.94 0.55 0.43    0.23 0.12 0.05 0.02 

SOFcation  (a)     SOFFe  (b)   

Layer 0.55 0.60 0.94 0.97   Layer 0.03 0.02 0.20 0.29 

n=1/4 0.48 0.69 0.95 0.95   n=1/4 0.04 0.08 0.20 0.28 

 0.92 0.91 0.65 0.43    0.19 0.14 0.04 0.03 

 0.91 0.91 0.52 0.65    0.06 0.06 0.05 0.07 

SOFcation  (a)     SOFFe  (b)   

Layer 0.88 0.90 0.41 0.56   Layer 0.08 0.09 0.01 0.08 

n=1/2 0.94 0.96 0.63 0.56   n=1/2 0.26 0.32 0.05 0.04 

 0.54 0.56 0.91 0.87    0.03 0.03 0.12 0.12 

 0.74 0.59 0.97 0.98    0.07 0.04 0.41 0.31 

SOFcation  (a)     SOFFe  (b)   

Layer 0.91 0.94 0.63 0.60   Layer 0.29 0.20 0.12 0.03 

n=3/4 0.94 0.95 0.56 0.60   n=3/4 0.13 0.21 0.05 0.04 

 0.59 0.50 0.95 0.91    0.10 0.05 0.28 0.08 

 0.47 0.55 0.95 0.88    0.02 0.05 0.16 0.12 

Figure 4-21 - Cation ordering in the n ≤ z ≤ n + ¼ layers for the collapsed RMC large 

box supercell of the intermediate phase of bornite. Red – tetrahedral sites in AF sub-cells; 

Blue – tetrahedral sites in ZB sub-cells; numbers – the SOF at each tetrahedral site. 

 

Figure 4-22 – PDF partials of the Metal-Metal distances in the intermediate temperature 

phase of bornite determined from experiment Ii-b. 
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4.3.5 Results from PDF Analysis of High-Temperature Bornite, a 

The results from neutron diffraction analysis of the high-temperature phase revealed that, 

as suspected, iron should occupy the tetrahedrally centred cation positions which show 

little polyhedral distortion. The structural models did not provide any substantial insight 

towards the Fe-Fe correlations within the high-temperature structure. The disordered and 

ordered iron models provided a comparable fit to the neutron diffraction data. RMCprofile 

analysis of the total scattering data collected at 575 K was performed here to understand 

the local structure in a phase of bornite. The starting configurations for the RMC 

calculations had:  

• (Hi) iron ordered over the tetrahedral sites (Bragg model H5iii) or 

• (Hii) iron disordered over the tetrahedral sites (Bragg model H5i) 

For each, calculations were performed with 2 different sets of calculation parameters:  

• (a) Atom swapping function: Cu and Vacancies or 

• (b) Multiple atom swapping functions: Cu and Vacancy; Fe and Vacancy; Cu and Fe 

As each of the models showed a high degree of disorder, they each provided a good fit to 

the total scattering data, the fit from one run using calculation parameter Hii-b is shown in 

Figure 4-23. The resulting structural models from RMC calculations with parameters Hi-b 

and Hii-b showed remarkably similar structural behaviour. Therefore, the resulting data 

from these calculations are used to describe the a phase of bornite. Compression of the 

12×12×12 super-cell into the a×a×a unit cell in 𝑃1 again provides a means to analyse 

cation ordering within the structure.  

The two resulting models from the RMC calculations which used swapping parameter b 

showed some evidence of cation ordering. 4 of the 8 tetrahedral sites had SOFcation = 0.78 

to 0.82 and were arranged over the a×a×a cell such that each of the tetrahedra are vertex-

sharing. The remaining 4 tetrahedral holes had SOFcation = 0.69 to 0.72. This is not a huge 

deviation from the full disorder which would have SOFcation = 0.75 at each site. Meanwhile 

the results from the Rietveld analysis using the F23 model showed full disorder ca. 

SOFcation = 0.75.  

The PDF partials (Figure 4-24) provide some insight toward the iron-iron geometries in the 

high temperature structure. Similar behaviour to the intermediate 2a phase is observed for 

the iron correlations in the a phase. There are peaks in intensity in the G(r) corresponding 

to vertex-sharing and edge-sharing pairs meanwhile there is not a peak in intensity at r 
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corresponding to distance for body-diagonal geometries. Here, the peak corresponding to 

the vertex-sharing iron-iron geometry has a slightly higher intensity than that of the edge-

sharing peak. This suggests that there are more vertex sharing FeS4 tetrahedra than edge 

sharing FeS4 tetrahedra in the high-temperature a phase of bornite. There do not appear to 

be any significant iron-iron correlations at length scales larger than r > 5 Å suggesting that 

the iron is disordered over the average structure. 

 

Figure 4-23 - Difference profiles for G(r), S(Q) & Bragg diffraction of the total scattering 

data collected at 575 K for high-temperature bornite and from the starting configuration 

Hii-b. Here the observed, calculated and difference profiles are denoted by crosses, the red 

solid line and the lower full line, respectively.   

 

Figure 4-24 – PDF partials of the Metal-Metal distances in the high-temperature phase of 

bornite determined from experiment Hii-b. 
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4.3.6 Change of Local Structure with Temperature 

A comparison of the G(r) at each temperature demonstrates that there is a change in the 

local structure of bornite with each phase transition. The maxima in peak intensities occur 

at roughly the same values of r for the 4a, 2a and a phases, i.e. r = 3.9 and 4.6  Å (Figure 

4-25(b)). The peaks are well defined for the 4a phase and some of the peaks begin to 

merge with increasing temperature, i.e. between 5.2 < r/ Å < 7.4 and 7.5 < r/ Å < 9.0, as 

the disorder in the structure increases. The results from the RMC analysis reveal changes 

in the Cu-Cu and Cu-Fe distances observed in each of the phase as well as changes in the 

M-S distances.  

 

Figure 4-25 – (a) The contribution of the partial PDFs for (Red) metal-sulphur distances 

and (Black) metal-metal distances to (Green) the total PDF function of bornite at 300 K. 

(b) A comparison of the total PDF function of bornite at each temperature recorded, after 

subtraction of the background contribution. 

In the experimental G(r) data collected at room temperature there is a small peak in 

intensity at r = 2.55 Å shown by the line in Figure 4-25(b). The PDF partial of the Metal-

Metal distances for the room temperature structure exhibits two distinct peaks at r = 2.55 Å 
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and 2.36 Å (Figure 4-25(b)). In the average structural model, as determined from Rietveld 

analysis, at room temperature (Table 4-2) the shortest metal-metal distance is observed for 

cations occupying edge sharing MS4 tetrahedra. These bond distances are shortest when 

one of the tetrahedra shows considerable distortion (e.g. Cu(8)-Cu(6) = 2.68 Å and Cu(6) is 

a distorted tetrahedron, Figure 4-6). The observation of intensity at r < 2.6 Å would 

therefore correspond to cations in edge-sharing tetrahedra where both sites show 

considerable trigonal distortion.  

 

Figure 4-26 – PDF partials for (a) the Cu-Cu distances and (b) the Cu-S distances to show 

the changes with increasing temperature. 

Interestingly, in the PDF partials of the M-M distances, there is an intense peak observed at 

r=2.36 Å for the a phase (Figure 4-26).  Metal-metal bond distances of d10-d10 copper 
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cations are known to exist between 2.35 < rCu-Cu/ Å < 2.9,284 and the van der Waals distance 

of  Cu-Cu in copper metal is rCu-Cu = 2.56 Å. The individual PDF partials show that these 

metal-metal interactions are observed frequently between two copper atoms and very 

rarely between two iron atoms for each of the structural phases (Figure 4-15, Figure 4-22, 

Figure 4-24). These very short copper-copper distances indicate that there are relatively 

strong metal-metal interactions within in the 2a and a phases. Furthermore, the intensity of 

this peak at G(r) = 2.36 Å increases with increasing temperature suggesting that these 

interactions occur more frequently with increasing temperature. This is accompanied by an 

increase in intensity at ca. G(r) = 2.8 Å in the M-S partials, which corresponds to the 

longer bond distance that is usually observed in distorted MS4 tetrahedra. It is expected 

that these metal-metal interactions would have a significant influence on the physical 

properties of Bornite. 

4.4 Conclusions 

In summary, the structural analysis of the three structural phases of bornite carried out here 

reveal new structural information on bornite. This information will contribute toward the 

development of bornite as a thermoelectric material. More reliable models of the structure 

will allow for more representative electronic band-structures to be calculated for the 

material. The Rietveld analysis of the Bragg diffraction data confirmed that the iron cations 

occupy the AF sub-cells only for the ambient-temperature phase of bornite, 4a. This 

analysis also showed that each of the cation sites within the ZB sub-cells shows rather 

substantial structural distortion. RMC profile analysis of the total scattering data allowed 

for the location of iron within the 4a phase of bornite to be determined for the first time. 

The relative crystallographic positions of iron cations, within the space group Pbca, have 

been determined and defined as M(1, 4, 5 and 8). However, the analysis has revealed that 

the iron cations are partially ordered over these sites. A complete crystallographic 

representation of the fully iron-ordered model of bornite would require the use of another 

space group with lower symmetry. 

The Rietveld analysis of the intermediate 2a phase of bornite has led to a new structural 

model that may be used to describe the ambient-temperature structure of bornite and uses 

the space group F23. The analysis outlines the importance of modelling the ZB* sub-cells 

as cation-deficient AF types and the necessity of using trigonally-distorted cation sites in 

the structure. Furthermore, the RMC analysis of the total scattering data presented here 

indicate that iron cations will occupy both the AF and ZB sites. However, the majority of 
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the iron cations, ca. 80 %, appear within the AF sub-cells. Specific site ordering within AF 

and ZB sub-cells is not revealed. Thus, the observations here suggest that the iron is not 

ordered across neighbouring sub-cells (Appendix M). However, local ordering of iron-iron 

cations is seen within the structure and there are a similar number of face-edge and face-

diagonal iron-iron correlations but rather few body-diagonal correlations. 

New structural models for the high-temperature phase have also been described using 

space group F23. The structural model includes trigonally-distorted cation sites along with 

a tetrahedrally centred site. Investigation of the iron ordering across these crystallographic 

sites within the same tetrahedral hole has provided evidence that iron should occupy the 

less-distorted sites. The RMC analysis of this phase showed that the iron has a local order 

and exhibits more face-edge and face-diagonal iron-iron correlations than body-diagonal 

correlations. 

The necessity to model the trigonally distorted cation sites in the 2a and a phases is 

outlined. The implications of this behaviour on the local structure are revealed by the 

RMCprofile analysis. With increasing temperature there is an increase in the number of 

short metal-metal interactions, these appear primarily as Cu-Cu interactions that are 

expected to occur between edge-sharing tetrahedra. This behaviour will have a significant 

influence on the electrical and thermal transport properties of bornite. 

  



Chapter 4  Sebastian Long 

 

156 

 

 

  



 

157 

 

 Structure and Thermoelectric Properties of 

Non-Stoichiometric Bornite 

5.1. Introduction 

In the following sections of this chapter, the composition of bornite was altered 

systematically in an attempt to improve the thermoelectric performance. The data 

presented in sections 5.2 and 5.4 have been published in “High Thermoelectric 

Performance of Bornite through Control of the Cu(II) Content and Vacancy 

Concentration”, S. Long et al., Chem. Mater., 2018, 30, 456. This chapter follows directly 

from the work in chapter 4 on the structural characterisation of the stoichiometric bornite. 

Here the influence of sample composition on the transition temperatures, lattice 

parameters, thermoelectric properties and other structural features is investigated for 

bornite. X-ray diffraction data of all chemically substituted bornite samples is presented 

along with variable-temperature neutron diffraction data collected on two selected samples, 

nominal compositions: Cu5.08Fe0.92S4 and Cu4.96Fe0.98S4. The work encompassed by this 

chapter aims to enhance the thermoelectric performance of bornite and to identify 

structural changes that influence the thermoelectric properties. 

5.2. Experimental Procedure 

The elemental powders of copper (99.5%, Sigma-Aldrich), iron (99.9+%, Sigma-Aldrich) 

and sulphur (flakes, 99.99%, Sigma Aldrich) were combined using an agate pestle and 

mortar and transferred into a steel milling jar (25 mL). Steel milling balls were added (2 : 5 

g, powder : balls, total mass 28 g) and the mixture was sealed under an Ar atmosphere. 

Consecutive millings (40 hr total; 2 × 20 hr, 500 rpm, 15 min intervals between a reverse 

in rotation) were interspersed with an agitation of the coagulated powder. The powdered 

sample was then consolidated using a uniaxial high-temperature high-pressure press under 

a N2 atmosphere (823 K, 90 MPa, 30 min). Sample densities were on the order of > 98% of 

the theoretical crystallographic density. A list of all samples investigated is provided in 

Table 5-1. 

Powder X-ray diffraction data were collected on pelleted samples of bornite, over the  

angular range 10 < 2θ/ ° < 80, with a step size of 0.0079 °, a scan rate of 1.62 seconds per 

step and a collection time of 4 hours. Phase analysis was performed using the search and 
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match function in the DIFFRAC.EVA software.203 Lattice parameters and impurity phases 

were confirmed by Le Bail refinement using the GSAS software package.209 

Table 5-1 – All bornite samples synthesised and investigated in chapter 5 where x and y 

apply to the formula Cu5-x+yFe1-yS4. The labels refer to the sample in: Red – series 1; Green 

– series 2; Yellow – series 3; and Blue - series 4. 

Series 

no. Label x y (or z) 

Nominal Cu(II) 

content 

Nominal 

Composition 

Parent * 0 0 0 Cu5FeS4 

 

 

 

Series 1 

⚫ 0.02 0 0.02  Cu4.98FeS4 

⚫ 0.04 0 0.04  Cu4.96FeS4 

⚫ 0.06 0 0.06  Cu4.94FeS4 

⚫ 0.1 0 0.1  Cu4.9FeS4 

⚫ 0.12 0 0.12  Cu4.88FeS4  

⚫ 0.16 0 0.16   Cu4.84FeS4 

 

 

Series 2 

⚫ 0 0.02 0.04 Cu5.02Fe0.98S4  

⚫ 0 0.04 0.08 Cu5.04Fe0.96S4  

⚫ 0 0.06 0.12  Cu5.06Fe0.94S4  

⚫ 0 0.08 0.16 Cu5.08Fe0.92S4  

⚫ 0 0.1 0.2  Cu5.1Fe0.9S4  

 

 

Series 3 

⚫ 0.06 0.02 0.1 Cu4.96Fe0.98S4  

⚫ 0.06 0.032 0.124  Cu4.972Fe0.968S4  

⚫ 0.06 0.04 0.14 Cu4.98Fe0.96S4   

⚫ 0.06 0.06 0.18  Cu5Fe0.94S4   

⚫ 0.06 0.1 0.26  Cu5.04Fe0.9S4   

 

 

Series 4 

◼ -0.02 0  0 Cu5.02FeS4  

◼ -0.04 0  0 Cu5.04FeS4  

◼ -0.06 0  0 Cu5.06FeS4 

◼ -0.08 0  0  Cu5.08FeS4 

 

Variable-temperature neutron powder diffraction data were collected using the low-

temperature furnace on the POLARIS diffractometer at the ISIS neutron facility. The 

powdered samples (ca. 3.5 g) were loaded into 10 mm fused silica ampoules with 1 mm 

thick walls then sealed at a pressure of 10-3 mbar. Data were collected first at a temperature 

close to room-temperature and then at higher temperatures in increments of ca. 15-30 K. 

Each temperature increment had a collection time of ca. 240 μA. Data were collected on an 

empty silica ampoule (from the same batch of glass tubing) at temperatures of 40 and 185 

K. These were contained in vanadium cans during the diffraction experiment. The data 

from three detector banks, 150°, 90° and 50° (5, 4 and 3), were used to provide a fit to the 

neutron diffraction data. The MANTID analysis software package was used to focus the 
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diffraction data and remove the contribution from the glass ampoule.210,285 The GSAS 

software package was used to perform Rietveld analysis on the processed data. The results 

from these refinements are discussed in section 5.4.272 

 

Figure 5-1 - Powder X-ray diffraction patterns for all bornite samples shown in table 1 

and in (a) Series 1:Cu5-xFeS4, (b) Series 2: Cu5+yFe1-yS4, (c) Series 3: Cu4.94+zFe1-zS4 and 

(d) Series 4: Cu5+xFeS4 over the angular range 25 ≤ θ/° ≤ 65. † corresponds to reflections 

for the CuFeS2 impurity; * corresponds to reflections from the Cu1.8S impurity; and ◊ 

highlights a reflection, indexable in space group Pbca of the majority bornite phase, that is 

observed in series 4 only, Cu5+xFeS4. 
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5.3. Sample Composition and Phase Analysis 

5.3.1. Phase Analysis of Powder X-ray Diffraction Data 

Each of the samples in the four series show either a single phase or majority phase of 

bornite, indexed using the Pbca space group and with comparable unit-cell 

parameters. The presence of impurity phases is apparent in a number of samples. In each 

series, a greater degree of deviation from Cu5FeS4 is accompanied by higher 

concentrations of impurity phases, suggesting limits to the solid solution. Diffraction peaks 

from these impurity phases can be assigned to a chalcopyrite-type phase and a digenite-

type phase. Nominally these should have compositions CuFeS2 and Cu1.8S, respectively.146  

 

Figure 5-2 –Ternary diagram showing all nominal sample compositions synthesised. Pink 

star- Parent phaser; Red – Series 1; Green – Series 2; Yellow – series 3; Blue – Series 4 

and black – compositions of samples in the ICSD. 

For samples in series 1, Cu5-xFeS4, the chalcopyrite- and digenite-related reflections are 

evident in samples with composition, x > 0.1. Increasing values of x is concurrent with 

increasing concentration of the impurity phases (Figure 5-1(a)).  Samples with increasing 

values of x, thus an increase of the total copper content, in series 4 Cu5+xFeS4, show no 

evidence for the formation of  these impurity phases up to x = 0.08 (Figure 5-1(d)). For all 

samples with composition Cu5+xFeS4, an additional peak is observed at ca. 2θ = 27.4 °, this 
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can be indexed on the Pbca unit cell and is represented by a diamond on the diffraction 

pattern.  This reflection is absent for samples in the series 1 and 2, Cu5-xFeS4 and Cu5+yFe1-

yS4. This suggests there may be some structural differences between the cation-rich 

samples and all other samples. This does not appear to impact on the unit-cell size however 

as all samples with composition Cu5-xFeS4 (-0.08 ≤ x ≤ 0.16) show a variation of Δap < 1 % 

in the lattice parameters across these two related series (see e-appendix for each series). 

For samples in series 2, Cu5+yFe1-yS4, no chalcopyrite peaks are present across the series. 

Trace amounts of digenite become evident in samples at y > 0.08 (Figure 5-1(b)). This is 

supported by a signature in the DSC data where there is an endotherm peak at ca. 50 K, 

representative of the phase transition in digenite. This series also shows that the lattice 

parameters are insensitive to the sample composition.  

The samples in series 3, with composition Cu4.94+zFe1-zS4, exhibit single-phase behaviour at 

low levels of additional iron for copper substitution. Reflections for two impurity phases, 

digenite and chalcopyrite, becoming evident at z > 0.4. Additionally, the DSC curve shows 

evidence of the digenite impurity when z = 0.1. Consistent with series 1, Cu5-xFeS4, and the 

chalcopyrite peaks in the diffraction pattern become more intense with increasing levels of 

chemical substitution. Meanwhile, the orthorhombic unit-cell parameters are insensitive to 

changes in the cation concentration. 

From this analysis, solid-solution limits can be suggested for samples of bornite with 

altered stoichiometry. Here a complex dependence between the S:Cu:Fe content appears to 

exist, where increasing the total copper content and/or decreasing the total cation content 

will lead to the formation of impurities. The purple line on the ternary diagram represents 

the solid-solution limit (Figure 5-2). The observations made here indicate that increasing 

the total atom percentages beyond this limit coincides with a significant increase in the 

formation of impurities.  

Grguric et al. performed an extensive study into the phase behaviour of generally cation-

rich species of synthetic and natural bornite samples with different compositions. In many 

of the samples investigated there, the presence of impurity Cu-S containing mineral phases 

such as chalcocite, djulerite and digenite, were identified. Significant levels of impurity 

phases are found in synthetic samples with a sulphur content of less than 39% and/or an 

iron content of more than 10% for sulphur-deficient specimens, thus outlining the solid-

solution limits for cation-rich samples of bornite.286 
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5.3.2. Composition and its Influence on Phase Transition Temperatures 

Elemental analysis of the samples was performed on selected pelletized samples (Table 

5-2). Energy Dispersive X-ray (EDX) spectroscopy was used to determine the constituent 

elements within the sample. The EDX spectrum shows the presence of only the expected 

elements within the sample (example in Figure 5-3). This allows comparison between 

nominal and actual Cu:Fe ratios in the samples. The stoichiometric sample shows an 

excellent correlation to the EDX data. The substituted samples show a small deviation 

from the nominal values whilst still displaying reasonable agreement to the expected 

values. 

 
Figure 5-3 –Example EDX spectrum, collected on a sample of Cu5FeS4. 

Table 5-2 – Select sample compositions determined from EDX analysis compared to their 

nominal composition. 

 

Nominal Experimental 

Cu5FeS4 

Cu4.94FeS4 

Cu4.9FeS4 

Cu5.06FeS4 

Cu5.08Fe0.92S4 

Cu4.972Fe0.968S4 

Cu5.00(2)Fe0.99(1)S4 

Cu4.91(2)Fe1.00(1)S4 

Cu4.85(2)Fe1.05(1)S4 

Cu5.14(1)Fe0.91(1)S4 

Cu5.06(2)Fe0.94(1)S4 

Cu4.89(2)Fe1.02(1)S4 
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Heat capacity data for some naturally occurring and synthetic samples of bornite have 

been published previously by Grguric et al.280,286 The 4a → 2a phase-transition 

temperature, T1,  of non-stoichiometric bornite, on heating, is reported between T1 = 

425 - 480 K, with hysteresis of, ΔT1 ≈ 40 K. The 2a → a phase-transition temperature, 

T2, on heating, is reported between, T2 = 512 – 546 K, with hysteresis ΔT1 ≈ 3.5 K. In 

this work, DSC data have been collected on samples in the series 1 to 4, Cu5±xFeS4, 

Cu5+yFe1-yS4 and Cu4.94+zFe1-zS4. The results are largely consistent with the 

observations made on other natural and synthetic samples.280,286 

The transition temperatures have been calculated from the temperature vs. heat flow 

curves that were recorded on both heating and cooling across the temperature range T 

= 273 - 573 K (e-appendix for each series). The T1 transition has been calculated from 

the maximum of the peak corresponding to the transition, the T2 transition has been 

determined by the change in slope (Figure 5-4(a)). 

A deviation in both the vacancy content and total cation content is observed for the 

samples with formula Cu5-xFeS4, x = -0.08 to 0.16. The T2 transition temperature 

shows little dependence on the total cation vacancy concentration up to x ≤ 0.1, above 

which significant impurity phases develop and T2 drops significantly. The T1 shows a 

slight decrease with increasing x when x ≥ -0.04 (Figure 5-4(b)). 

Samples with formula Cu5+yFe1-yS4, x = 0 to 0.1, show an increased Cu:Fe ratio and a 

fixed vacancy concentration. Both T1 and T2 show a similar dependence on the Cu:Fe 

content in these bornite samples. With the phase-transition temperatures generally 

decreasing with increasing y, this relationship is more pronounced in the T2 transition 

with variation of 20 K across the series (Figure 5-4(c)). 

The thermal behaviour of samples in the series Cu4.94+zFe1-zS4 show little variation of 

T2 when z ≤ 0.4. A substantial drop in T2 occurs at values of z > 0.4, coincident with 

the formation of the chalcopyrite-type phase. This trend is observed in the series  

Cu4.94+zFe1-zS4 and Cu5-xFeS4 and indicates that the coexistence of phases has a more 

marked effect on the transition temperature T2 than the Cu:Fe ratio or vacancy 

concentration within bornite itself (Figure 5-4(d)). These observations are consistent 

with data presented by Grguric et al. who report values of T2 < 520 K only in the 

presence of impurity phases.286 
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Figure 5-4 – (a) – heat flow curves from two select samples, showing the two transitions 

and how the transition temperatures were extracted, T1 and T2 given by a cross on the 

curve. (b, c, d) Phase transition temperatures on heating and cooling for the T1 and  T2 

transitions for samples in the series: (b) Series 1 and 4: Cu5-xFeS4; (c) Series 2: Cu5+yFe1-

yS4 and (d) Series 3: Cu4.94+zFe1-zS4. 

5.4. Variable Temperature Neutron Diffraction of Non-Stoichiometric Bornite 

Neutron diffraction data collected on the stoichiometric sample Cu5FeS4, were presented in 

the previous chapter and this includes data from measurements performed at three different 

temperatures. The results from that experiment provide a benchmark to compare 
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observations made here on the samples with nominal composition Cu4.96Fe0.98S4
 (from 

Series 3) and Cu5.08Fe0.92S4 (from Series 2). 

5.4.1. Structural Refinement Constraints and Parameters 

The analysis of the cation ordering in each of the structural phases of bornite was 

determined in chapter 4. Here, the resulting structural models from those Rietveld analyses 

are used. Namely, the models labelled A5, I5i and H5iii provided starting models for 

refinement using the ambient-, intermediate- and high-temperature neutron diffraction 

data, respectively. 

Initial structural refinements were carried out at a single temperature representative of each 

phase. The resulting model was used for subsequent refinements of the diffraction data at 

each of the temperatures depending on the structural phases, 4a, 2a or a, present.  

The sample with composition Cu4.96Fe0.98S4 shows single-phase behaviour in the ambient- 

and intermediate-temperature phase region, whilst there is the evolution of a chalcopyrite-

type phase at high temperature. This behaviour at high temperature has been observed in 

previous temperature-dependent diffraction experiments by Kumar et al.159 The sample 

with composition Cu5.08Fe0.92S4, shows a chalcocite/digenite-type secondary phase in the 

ambient- and intermediate-temperature diffraction patterns. However, this is only observed 

as a shoulder on a number of the peaks and the DSC data of a sample with the same 

composition does not include the signature of this secondary phase.  

The secondary phases are present in small quantities of wt% < 10%, and the exact chemical 

compositions of these impurity phases is not known. Therefore, it has been assumed that 

there is no influence from the impurity on the total cation content in the bornite phases. In 

addition, the nominal cation content of the doped samples shows a rather small deviation 

from the composition of the stoichiometric phase. Here the elemental composition of the 

structural models used during the Rietveld refinements with the neutron diffraction data 

were fixed at 5:1:4 for Cu:Fe:S, representative of the parent composition Cu5FeS4. 

5.4.2. Ambient Temperature Phase 

5.4.2.1. Cation Disorder in ZB Sub-Cells at Ambient Temperature 

The model for the ambient-temperature phase of stoichiometric bornite, Cu5FeS4, was 

determined by Rietveld refinements of neutron diffraction data in chapter 4, model A5. This 

structural model will be referred to as Model 1, the model has 12 crystallographically 

unique cation sites with the iron ordered over the edge-pair positions (Figure 5-5(a)). 
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Model 1 was initially used to fit the neutron diffraction data collected on the chemically 

substituted samples at 300 K. This model provided a reasonable fit to the diffraction data 

after refinement of lattice parameters, atom positions, thermal parameters and peak 

profiles. 

(a)  

(b)  

Figure 5-5 – Perspective view of two structural models, with space group 𝑃𝑏𝑐𝑎. (a) Model 

1- with 12 cation sites (Cu5FeS4 at 298 K) (b) Model 2 – with 16 cation sites (Cu4.96Fe0.98S4 

at 298 K) as determined from Rietveld refinements using neutron diffraction data. Yellow 

atoms – Sulphur; Blue atoms – Cu; Orange atoms – Fe and Red atoms – additional Cu 

sites- t”. 

However there was a clear discrepancy in the intensity of the calculated and observed 

diffraction patterns (Figure 5-6(a-c)). Ding et al. proposed that 6a, 4a, 2a and a phases 

may coexist at low temperatures.279 The following attempts in the refinement of the 

structural model looked to map the disorder of a mixture of supercells onto a single unit 

cell. Model 2 was therefore constructed by introducing atomic density into the supposedly 

vacant sites of the ZB sub-cells, giving 16 crystallographically unique sites. By manually 

introducing additional atomic density to the vacant sites, the disorder in ZB sub-cells can 

be modelled effectively (Figure 5-5(b)). 
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Figure 5-6 - Powder neutron diffraction data for Cu4.96Fe0.98S4, collected at 298 K, 

together with analysis by the Rietveld method. Observed, calculated and difference profiles 

are noted by points, red solid line and blue lower line. Markers represent the reflections 

for the low temperature phase of bornite (space group Pbca) for (a,b,c) Model 1 (A5 in 

chapter 4) and (d,e,f) Model 2. (a,d) bank 5 – 150 °; (b,e) bank 4 – 120 °; (c,f) bank 3 – 90 

° (see Appendix N for tabulated parameters). 
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Figure 5-7 - Powder neutron diffraction data for Cu5.08Fe0.92S4, collected at 328 K, 

together with analysis by the Rietveld method. Observed, calculated and difference profiles 

are noted by points, red solid line and blue lower line. Pink Markers represent the 

reflections for the low temperature phase of bornite (space group Pbca); blue markers 

represent the reflections for the a-type phase (fitted with the space group Fm3̅m). (a) bank 

5 - 150°; (b) bank 4 – 120  °; (c) bank 3 – 90 ° (see Appendix O for tabulated parameters). 
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5.4.2.2. Refinement Constraints Used 

During the Rietveld refinement using Model 2, space group Pbca, the fractional 

coordinates of all atoms and site occupancy factors of cation sites, Cu(9)-Cu(16) only, 

were refined. Sites Cu(9)-Cu(12) are tetrahedrally coordinated and make up a ZB type 

structure within their sub-cell, these will be referred to as t’-cations. Sites Cu(13)-Cu(16) 

occupy what should be the vacancies of the ZB sub-cells and are referred to here onward as 

the t”-cations. The t’-cation sites started at SOF = 1 and t”-cation sites started at SOF = 0, 

whilst sites M(1)-M(8) were set to SOF = 1 and were not refined. The elemental 

composition was constrained to maintain Cu5FeS4. 

When the χ2 and Rwp values stopped decreasing it was apparent that, possibly due to the 

large number of refining parameters, convergence could not be achieved with all atom 

positions and the SOF’s of cations Cu(9)-Cu(16) refining. Therefore, the cation positions 

were not refined once an excellent fit was achieved. Thus, esds for atom positions and 

bond distances of the t’ and t” cations are not provided for the tabulated values in the e-

appendix. This is the case for the samples with composition, Cu5.08Fe0.92S4 and 

Cu4.96Fe0.98S4.  

5.4.2.3. Behaviour of Cations within ZB and AF Sub-Cells 

The resulting SOFs show that there is a deviation from the perfectly ordered 4a structure, 

space group Pbca, that has alternating ZB and AF sub-cells. The ideal structure as shown 

in Figure 4-1, displays a change in the vacancy-ordering within neighbouring ZB sub-cells 

along the b-axis in the 4a supercell. The data for both the Cu4.96Fe0.98S4 and Cu5.08Fe0.92S4 

samples suggest that we see a deviation from this perfectly-ordered behaviour of ca. 20%, 

or 1 in 5, for the ZB sub-cells. The absence of any significant atomic density in the vacant 

sites for the stoichiometric phase, SOF = 0 for Cu(13)-Cu(16), suggests that ZB anti-site 

disorder is more likely to occur in chemically substituted samples. The SOF data in Figure 

5-8 highlights that the atomic density moves away from the ideal ZB sites with ca. SOF = 

0.80 for Cu(9)-Cu(12) and into the vacant sites ca. SOF = 0.20 for Cu(13)-Cu(16). A 

deviation from perfect vacancy ordering is inherent to the intermediate phase, as shown in 

section 4.2.5 for the stoichiometric phase of bornite.  

There appears to be some temperature dependence to this structural disorder across the 

vacancy sites in the ZB sub-cells. The SOF of the regular ZB is lower at 298 K than at all 

other temperatures, whilst values of SOF is highest at 298 K for the sites Cu(13)-(16) for 
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Cu4.96Fe0.98S4. This is indicated by the arrow on Figure 5-8(a). This temperature 

dependence is not observed for Cu5.08Fe0.92S4.  
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Figure 5-8 – Site occupancy factors of regular ZB sites and anti-ZB sites for: (a) 

Cu4.96Fe0.98S4, with Cu5FeS4 data added for comparison and (b) Cu5.08Fe0.92S4. Error bars 

are present within the points. The arrow is used to show the change in SOF with 

increasing temperature. 

 

Figure 5-9 – Polyhedral distortion parameters: (a,b) tetrahedral bond distance and bond 

angle distortion parameters for Cu4.96Fe0.98S4 and (c,d) tetrahedral bond distance and 

bond angle distortion parameters for Cu5.08Fe0.92S4. 
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The tetrahedral distortion parameters suggest that, similar to the stoichiometric phase, there 

is a tendency for cations in the ZB sub-cell to have trigonal distortion within the tetrahedral 

holes (Figure 5-9 and mean values in Appendix I). This is observed in the large polyhedral 

distortion parameters of the ZB cations. For all bornite samples investigated here using 

neutron diffraction techniques, the t’ cations Cu(9), (10) and (11) show considerable 

polyhedral distortion, whilst Cu(12) does not. In these chemically substituted samples, the 

data also suggest that there is some significant trigonal distortion within the AF sub-cells 

for the Cu(6) site in Cu5.08Fe0.92S4, adjacent to the Cu(12) tetragonal ZB site, as shown by 

the larger values of σtetrahedon and Δtetrahedron, this is consistent with the observation for the 

stoichiometric sample and the behaviour described by Martinelli et al.277 

5.4.3. Cation Disorder in the Intermediate Temperature Phase 

Model 1, with space group F23, describes the intermediate phase as outlined in the start of 

chapter 4 and suggests a 2a×2a×2a superstructure with alternating ZB and AF sub cells. 

Here all ZB sub-cells have the same vacancy ordering. The metal site occupancies of M(1), 

M(2), M(3) are all equal to 1 and M(4) equal to zero (Figure 5-10(a)). However, using 

Model 1 does not provide a good fit to the diffraction data, as demonstrated in chapter 4. 

Thus, Model 2, space group F23 with six 16e metal sites over 4 crystallographically unique 

tetrahedral holes, is used to describe the structure for both samples, Cu4.96Fe0.98S4 and 

Cu5.08Fe0.92S4. This is referred to as model 
I5i in chapter 4 and the parameters in Table 4-11 

were used as the starting point for refinements. Nuclear density is modelled within each of 

the tetrahedral holes of the FCC sulphur sub-lattice. The ambient-temperature 

orthorhombic phase showed two modes of bonding behaviour for the metal cations: a 

regular tetrahedral coordination (t’ cation) and a trigonally distorted tetrahedral 

coordination (t” cation). It is necessary to model distorted tetrahedral sites into the 

structure of the intermediate phase to get a good fit to the observed diffraction pattern. 

Four unique crystallographic sites are required to provide nuclear density into each 

tetrahedral hole. To model the trigonally distorted sites, a second set of two atom positions 

are modelled into two of the four tetrahedral sites. 

5.4.3.1. Constraints used During Refinement 

Model 2 was used in the refinements of the diffraction data collected at intermediate 

temperatures (Figure 5-10(b)). The site occupancy factor of iron at each of the metal sites 

M(1), M(2), M(3t’) and M(4t’) was fixed to SOF=0.125 and not refined. Iron content was 

not modelled in trigonally distorted cation sites M(3t”) and M(4t”). The copper occupancy 
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at each of the cation sites was allowed to refine. Constraints were made to keep a 

composition of Cu5FeS4 and to prevent individual sites from showing unrealistic values, 

SOF >1 or SOF < 0. During Rietveld analysis for both the samples, the atom positions, site 

occupancy factors, thermal parameters and lattice parameters were refined. Convergence 

was achieved for each of the samples with these parameters refining. The cation sites 

denoted M(4t’) and M(4t”) exist within the same crystallographically distinct tetrahedral 

hole and are constrained so that the summed SOF of these sites does not exceed unity. This 

is also the case for the M(3t’) and M(3t”) sites. These will be referred to collectively as 

M(3) or M(4) in the following section. 

(a) (b)  

Figure 5-10 –  Two models, with space group F23, showing cation site denomination for 

the (a) fully ordered (Model 1); (b) and the disordered (Model 2) models. The cation sites 

in AF – sub-cells are shown as filled polyhedra and the cation sites in the ZB-type sub cells 

are shown as spheres. Yellow spheres – Sulphur; Blue spheres –‘ordered’ cation sites; Red 

spheres – additional ‘ZB’ sites; light blue and light red spheres – trigonally distorted sites. 

5.4.3.2. Results from Rietveld Analysis of Intermediate Bornites 

The data suggest that the vacancy ordering of the ZB and AF type sub-cells begins to 

diminish further upon transformation from the ambient-temperature phase to the 

intermediate phase. Each of the samples with different composition appears to show slight 

differences in the long-range ordering over the ZB* type cation sites. 

The stoichiometric sample has the cation sites M(1) and M(2) near full occupancy, these 

would therefore make up the AF type sub-cells, whilst M(3) and M(4) make up the ZB* 

sub-cells and have occupancies of SOF = 0.67 and 0.43, respectively. This observation 

suggests that the AF – ZB* ordering is still persistent in the intermediate phase, but the 

vacancy ordering within neighbouring ZB* sub-cells is not fully correlated. 
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Figure 5-11 - Powder neutron diffraction data for Cu4.96Fe0.98S4, collected at 498 K, 

together with analysis by the structure dependent Rietveld method. Observed, 

calculated and difference profiles are noted by points, red solid line and blue lower 

line. Markers represent the reflections for the intermediate temperature phase of 

bornite (space group F23, model I5i from chapter 4). (a) bank 5 – 150 °; (b) bank 4 – 

120 °; (c) bank 3 – 90 °.(see Appendix N for tabulated parameters). 
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Figure 5-12 - Powder neutron diffraction data for Cu5.08Fe0.92S4, collected at 498 K, 

together with analysis by the structure dependent Rietveld method. Observed, calculated 

and difference profiles are noted by points, red solid line and blue lower line. Pink 

markers represent the reflections for the intermediate temperature phase of bornite (space 

group F23, model I5i from chapter 4); blue markers represent the reflections for the a-type 

phase (fitted with the space group Fm3̅m). (a) bank 5 – 150 °; (b) bank 4 – 120 °; (c) bank 

3 – 90 °.(see Appendix O for tabulated parameters). 
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The M(3) and M(4) sites in Cu5.08Fe0.92S4 have similar site occupancy factors of ca. SOF = 

0.55 at each site, suggesting that they describe the ZB* type sub-cell. Here the M(1) and 

M(2) sites show site occupancy factors close to 1. Similarly to the stoichiometric sample, 

AF-ZB* ordering is still observed in this sample. The vacancy ordering within 

neighbouring ZB sub-cells appears to be random. 

The data for the sample with composition Cu4.96Fe0.98S4 shows that the sub-cell ordering of 

AF and ZB* type sub-cells begins to diminish, possibly as a result of introducing cation 

vacancies. The M(1) site has a site occupancy close to 1, whilst both M(2) and M(4) have 

site occupancies close to 0.8, suggesting that the ZB*-AF ordering is not strictly followed 

over the long-range structure. 

 

Figure 5-13 – Site occupancy factor plots showing the difference in: (a) total cation 

content within each tetrahedral hole and (b) copper content at of the cation sites, for 

samples Cu5FeS4, Cu4.96Fe0.98S4 and Cu5.08Fe0.92S4. Error bars are provided for the copper 

site plot (b) and appear within the points.  

These results show that there is significant disorder within the unit cell compared to ideal 

ordering models, as proposed by Ding et al.278 Interestingly this paper indicates that the 

iron cations may indeed occupy either the AF type sites or ZB type sites as seen in this 

study. However, their HRTEM measurements were not performed at high temperature. The 

structure at higher temperatures may be substantially different whilst still conforming to 

the 2a supercell. The literature shows copper mobility increasing drastically at critical 

temperatures for a number of Cu-S based minerals,281 this may influence the rise of the ZB 

site disorder seen here. 

There is a significant correlation between the copper site occupancies for each of the 

samples investigated. Each of the sites Cu(1), Cu(3t’’) and Cu(4t’’) have a similar copper 

content, SOF differs by +/- 0.03, 0.09 and 0.1 respectively. The trigonally distorted sites, 



Chapter 5  Sebastian Long 

 

176 

 

Cu(3t’’) and Cu(4t’’), account for ca. 20 - 25% of the total copper. This trigonally distorted 

geometry is typically observed in the ZB type sites in the ambient-temperature phase, 

where 3 out of the 10 copper sites show substantial trigonal distortion (Cu-S bond 

distances available in the e-appendix), so there does not appear to be any substantial 

change in the number of distorted sites. Meanwhile, the a phase may show a higher 

occurrence of this distorted geometry and this will be investigated in the following section.  

5.4.4. Structure of the High-Temperature Phase 

5.4.4.1. Constraints Used in Refinements 

The models used here are derived from the Rietveld refinements performed using the 

neutron diffraction data of the stoichiometric phase at high temperature as presented in the 

chapter 4 and referred to as H5iii, space group F23 with one 4c, one 4d and two 16e metal 

sites over 2 crystallographically unique tetrahedral sites (Table 4-6). Similar to the 

intermediate phase, two types of cation site are present within a single tetrahedral hole. A 

tetrahedrally coordinated site, t’-cation site, and a trigonally distorted site, t”-cation site, 

are used to describe this structure type (Figure 5-14). Meanwhile there are two 

crystallographically unique tetrahedral holes, M(1) and M(2), and thus 4 cation sites. The 

presence of the chalcopyrite-type phase is observed in the diffraction patterns for both 

samples, Cu4.96Fe0.98S4 and Cu5.08Fe0.92S4, with the most intense peak appearing at d = 3.07 

Å (Figure 5-15, Figure 5-16). The constraints used in these refinements allowed for the 

SOFs of both the t’- and t”-cation sites to refine, whilst keeping the sum of t’ and t” within 

a single site below SOFM(n) = 1 for any given tetrahedral hole and maintaining a 

stoichiometry of Cu5FeS4. 

 

Figure 5-14 – High-temperature model with space group F23 showing the: Purple spheres 

- tetrahedrally coordinated t’ sites that contain Cu and Fe; Blue spheres – trigonally 

distorted t’’ sites that contain Cu only; and Yellow spheres - sulphur. 
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Figure 5-15 - Powder neutron diffraction data for Cu4.96Fe0.98S4, collected at 563 K, 

together with analysis by the structure dependent Rietveld method. Observed, calculated 

and difference profiles are noted by points, red solid line and blue lower line. Pink 

markers represent the reflections for the high-temperature phase of bornite (space group 

F23, model H5iii from chapter 4); Blue markers – secondary chalcopyrite-type phase. (a) 

bank 5 – 150 °; (b) bank 4 – 120 °; (c) bank 3 – 90 °.(see Appendix N for tabulated 

parameters). 
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Figure 5-16- Powder neutron diffraction data for Cu5.08Fe0.92S4, collected at 498 K, 

together with analysis by the structure dependent Rietveld method. Observed, calculated 

and difference profiles are noted by points, red solid line and blue lower line. Pink 

markers - reflections for the high-temperature phase of bornite (space group F23, model 

H5iii from chapter 4); blue markers - reflections for the chalcopyrite-type phase. (a) 150 °; 

(b) 90 °; (c) 50 ° banks. (see Appendix O for tabulated parameters) 
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5.4.4.2.  Results from Rietveld Analysis of the High-Temperature 

Phase of Bornite, a 

For these compositionally different bornite samples, there appears to be some difference in 

the ordering of cations in the long-range structure. For each sample, one of the two t”-

cation sites, Cu(1t”), has more nuclear density. The total cation content at each tetrahedral 

hole, M(1) and M(2) is determined by summing SOFM(1) = SOFCu(1t’)+SOFFe(1t’)+SOFCu(1t”) 

and provides an interesting insight. The stoichiometric phase appears to have an equal 

distribution of cations at each site, whereas the non-stoichiometric samples appear to show 

some preferential filling at the M(1) site. This is by a rather small margin, ca. 80% and 

60% for M(1) and M(2) respectively in both Cu5.08Fe0.92S4 and Cu4.96Fe0.98S4. The Fe:Cu 

cation content at each of these sites appears to vary considerably between samples. The 

SOFs are presented as total % of Fe present, at Fe(1t’) and Fe(2t’), respectively. The 

stoichiometric sample shows a ratio of 47 : 53 % at these two sites whereas the samples 

with composition Cu5.08Fe0.92S4 and Cu4.96Fe0.98S4 have site compositions of 24 : 76% and 

5 : 95 %, respectively. This indicates that moving away from nominal stoichiometry of 

Cu5FeS4 toward Cu(II) rich compositions allows for a more ordered structure in the high-

temperature phase and is shown in Figure 5-17. 

 

Figure 5-17 – Site occupancy factor plots showing the difference in cation content at each 

of the cation sites, for samples Cu5FeS4, Cu4.96Fe0.98S4 and Cu5.08Fe0.92S4. Error bars are 

provided for each of the sites and appear within the points. Inset shows a symmetry 

adjusted plot is to display the relative contribution to the total site occupancy for Cu(1t’’) 

and Cu(2t’’). 

5.4.5. Variable Temperature Observations from Neutron Diffraction 

5.4.5.1. Evolution of Structural Phases 

The sample with composition Cu4.96Fe0.98S4 shows the inclusion of a small concentration of 

chalcopyrite-type phase at high temperatures T > 525 K. The refinement of the data 
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collected at 460 K required the inclusion of a 4a and 2a phases, which are present in 43 

and 57 wt%, respectively. The copper-rich sample, Cu5.08Fe0.92S4, required the inclusion of 

a secondary phase to fit a shoulder on a number of the peaks in the low-temperature phase. 

A chalcocite-type unit-cell, with sub-cell parameters a×a×a and space group Fm3̅m was 

used to fit this diffraction intensity. The concentration of this phase varies from 3.5 to 12% 

across the temperature range and increases with increasing temperature. The inclusion of 

this secondary phase is not required to provide a good fit during the Rietveld analysis of 

the data collected at high temperatures, T ≥ 500 K. Upon transformation to the a phase the 

bornite type phase percentage increases to 99.6 wt% with 0.4 wt% contribution from 

chalcopyrite. This suggests that the secondary phase fitted in the ambient-temperature 

region is likely to be an a×a×a bornite-type phase in Cu5.08Fe0.92S4. At 460 K the 

respective sub-cell parameters are ap = 5.4872(2) and ap = 5.5148(1) for the majority and 

minority bornite phases, respectively (Figure 5-18(b)). 

  

Figure 5-18 - Percentage of phases present at each temperature determined from Rietveld 

refinements for samples with nominal compositions: (a) Cu4.96Fe0.98S4 and (b) Cu-

5.08Fe0.92S4. 

For both the copper rich and cation deficient samples, Cu5.08Fe0.92S4 and Cu4.96Fe0.98S4, full 

transformation from the 2a → a phase occurs between T = 500 – 525 K, comparable to the 

recorded T2 transition described by the DSC data. Appreciable levels of the a phase are 

present at 500 K, ca. 50%, for Cu5.08Fe0.92S4. In contrast, the T1 transitions for the samples 

are observed at slightly different temperatures. Full transformation from 4a → 2a for 

Cu4.96Fe0.98S4 occurs between, T = 458 – 473 K, with evidence of significant levels of 2a, 

ca. 60%, at 458 K (Figure 5-18(a)), whereas Cu5.08Fe0.92□2S4 undergoes complete 

transformation to the 2a phase between, T  = 438 – 458 K. These observations are 

consistent with T1 and T2 transitions observed in the DSC data, both of which are ca. 10 K 

lower for Cu5.08Fe0.92S4 compared to Cu4.96Fe0.98S4. 
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5.4.5.2. Changes in Lattice Parameters 

The pseudo-cubic sub-cell parameter, ap, shows an increase with increasing temperature 

for Cu4.96Fe0.98□2.06S4 (Figure 5-19). The average value for ap in the orthorhombic phase is 

included in Figure 5-19(c) and shows that the lattice parameters increase, almost linearly, 

over the entire temperature range and across each of the phase transitions. 

The temperature dependence of the lattice parameters of Cu5.08Fe0.92S4 show a similar 

temperature dependence to the cation deficient phase. The lattice parameters increase with 

increasing temperature and the average ap of the orthorhombic phase shows regular 

behaviour across the T1 phase transition. Interestingly, the T2 transition is coincident with 

an anomaly in ap. There is a marked increase in the unit-cell parameter as the material 

transforms from the 2a → a phase, this disparity is observed directly at 500 K where two 

phase behaviour is observed. This leads to a more substantial increase in ap at T2 compared 

to Cu4.96Fe0.98S4. This structural anomaly may have an influence on the physical properties 

for the high-temperature phase. 

To quantify and compare the anomaly across the T2 transition, the gradient in the curve of 

ap(T), Δap/ΔT, was extracted using the data points at 2a498 K and a563T  or a553T. This 

provides a thermal expansion coefficient of the lattice parameters. Here, 
1000 ∙𝛥𝑎𝑝

𝛥𝑇
 = 0.227, 

0.191 and 0.303 mÅ K-1 for Cu5FeS4, Cu4.96Fe0.98S4 and Cu5.08Fe0.92S4, respectively. The 

thermal expansion coefficient for stoichiometric bornite across the T2 transition is larger 

than that of the cation-deficient sample, Cu4.96Fe0.98S4, and smaller than that of the copper-

rich sample, Cu5.08Fe0.92S4. The observation of an anomaly at the T2 transition for 

Cu5.08Fe0.92S4  is consistent with data collected on natural specimens of bornite and 

presented by Grguric et al.280 The sample composition and method of formation may have 

a marked influence on the structural features of bornite. In the 4a phase, ap of a, b and c 

can deviate by as much as 0.02 Å for natural samples and 0.012 Å in synthetic samples,277 

with deviation in ap as low as 0.004 Å observed in the chemically substituted samples 

reported here. The geometry of the sub-cells for the orthorhombic phase are very close to 

cubic.   

The thermal parameters extracted from each of the three samples show comparable values 

for the 4a, 2a and a phases. The Uiso value in the 4a temperature phase is slightly higher 

for the stoichiometric parent phase (e-appendix). Further insights from the extracted Uiso 

are provided in section 5.5.7.  



Chapter 5  Sebastian Long 

 

182 

 

 

Figure 5-19 –Temperature dependence of the pseudo-cubic lattice parameters as 

determined from Rietveld analysis of neutron diffraction data for: (a) Cu4.96Fe0.98S4; (b) 

Cu5.08Fe0.92S4 and (c) Cu5FeS4, Cu4.96Fe0.98S4 and Cu5.08Fe0.92S4. The latter provides direct 

comparison of the three samples taken for neutron diffraction experiments. Error bars are 

within the points.  
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5.5. Thermoelectric Properties of Chemically Substituted Bornite 

The stoichiometric phase of bornite, Cu5FeS4, is included in each of the following figures 

that compares the thermoelectric properties of chemically substituted bornites. This is to 

provide a benchmark for comparison to other samples and is given by the black line. The 

data recorded for the stoichiometric sample are in good agreement with data presented in 

the literature; ZT values for the stoichiometric phase vary from ZT550K = 0.3 to 0.55,156–

159,287 with the sample presented here showing ZT550K = 0.43.143 The Seebeck coefficient of 

Cu5FeS4 exhibits a maximum of S = 350 μV K-1 at 460 K, coincident with the T1 phase 

transition. S(T) is positive across the entire temperature range suggesting p-type behaviour. 

Semiconducting behaviour across the entire temperature range is indicated by the 

temperature dependence of the electrical resistivity with a marked anomaly observed in the 

region of the T1 transition. No signature of the T2 phase transition is observed in the 

electrical data. In contrast, the minimum observed in the thermal conductivity, 𝜅 = 0.26 W 

m-1 K-1, data occurs close to the T2 phase transition. 

5.5.1. Performance Over the Temperature Range T = 300 to 600 K 

5.5.1.1. Thermoelectric Properties of Series 1, Cu5-xFeS4, (x > 0) 

Samples with both positive and negative values of x were synthesised, for which the XRD 

and DSC data are presented in Figure 5-4(b) and section 5.3.2. Samples with a higher total 

cation content showed an increased resistivity (e.g. x = -0.06, ρ = 86 mΩ m, 300 K). The 

intent of these experiments was to reduce the electrical resistivity of bornite. As such, 

samples with composition, Cu5-xFeS4, (x < 0) were not used in subsequent transport 

property measurements. Copper deficient samples, in general, exhibit a lower resistivity as 

a result of increasing x, and in turn increasing the number of vacant tetrahedral sites 

(Figure 5-20(a)). Decreasing copper content is expected to increase the concentration of 

holes, which leads to a reduced resistivity upon increasing x. This observation is consistent 

with Townsend’s et al. formulation of CuI
5FeIIIS4, quantified through Mössbauer 

spectroscopy.288 A relatively low resistivity is achieved in the a phase for numerous 

samples. Despite this, all samples display semiconducting, p-type, behaviour across the 

entire temperature range. The T1 and T2 transitions are both semiconductor-semiconductor 

transitions. Anomalies are observed in ρ(T) and S(T) at the T1 transition for many of the 

samples in the series, consistent with the stoichiometric phase. This behaviour is less 

pronounced for samples where, x = 0.06 to 0.12 (Figure 5-20(b)). 
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Figure 5-20 – Temperature dependence of electrical and thermal transport properties of 

Cu5-xFeS4 (0 ≤ x ≤ 0.16): (a) electrical resistivity; (b) Seebeck coefficient and (c) power 

factor; (d) thermal conductivity; (e) lattice thermal conductivity and (f) thermoelectric 

figure of merit. Red dotted lines indicate the T1 and T2 transition temperatures for 

Cu5FeS4. 

The ultra-low thermal conductivity which makes these materials desirable is observed 

through, x = 0 to 0.12, where κ325K = 0.40 to 0.47 W m-1 K-1 and κ550K = 0.24 to 0.33 W m-1 

K-1 (Figure 5-20(d)). The variation across the series shows increasing κtotal with increasing 

x and can be attributed to the higher κelectronic contribution that results from increasing the 

charge carrier concentration. The κtotal(T) data exhibit an anomaly close to the T2 transition 

similar to the stoichiometric phase. This minimum shifts to lower T when x > 0.1, 

consistent with the observation in the DSC data where the T2 phase transition moves to 

lower 𝑇. Approximation of κLattice data can be made by applying the Wiedemann-Franz law 

(L = 2.44×10-8 W Ω K-2) to extract κe from ρ(T). From this analysis, the minimum in κL = 

0.22 W m-1 K-1 for the parent phase sample. Samples with x = 0.02, 0.1 and 0.12 show 

comparable values of κL, whereas samples with, x = 0.04 and 0.06, exhibit κL < 0.20 W m-1 

K-1 suggesting a decrease in the lattice thermal conductivity (Figure 5-20(e)). This should 

contribute to improvements in the thermoelectric figure of merit. 
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Samples with composition x = 0 to 0.12 all show improved thermoelectric behaviour 

compared to the stoichiometric parent phase. Figures of merit in excess of ZT max > 0.6 

are achieved for samples with composition Cu4.94FeS4, Cu4.9FeS4 and Cu4.88FeS4 owing to 

improved electrical behaviour in all cases, with improved thermal behaviour in the sample 

x = 0.06 (Figure 5-20(d)). The sample with composition x = 0.16 is the only material in 

this series with ZT max lower than that of the parent phase. The presence of substantial 

chalcopyrite impurity leads to anomalous transport properties, ρ(T), S(T) and κtotal(T). This 

sample displays a significantly larger thermal conductivity, ca. κ = 0.7 W m-1 K-1, which 

can be attributed to the high thermal conductivity of chalcopyrite (ca. κ = 7 W m-1 K-1, 300 

K).97 

5.5.2. Thermoelectric Properties of Series 2, Cu5+yFe1-yS4, (y > 0) 

On the basis of Townsend’s studies of cation oxidation states in bornite, the copper to iron 

ratio was increased in an attempt to increase the hole concentration. The electrical transport 

properties show strong dependence on the CuII content, ρ(T) decreases with increasing y 

(Figure 5-21(a)). S(T) shows the same relationship, supporting the suggestion of an 

increased charge carrier concentration (Figure 5-21(b)). Copper for iron substitution in 

bornite allows for the realisation of significantly enhanced power factors. The power 

factors for the stoichiometric parent phase S2σ550K = 0.22 mW m-1 K-1 and for samples in 

the series Cu5-xFeS4, ca. S2σ550K = 0.3 mW m-1 K-1, are significantly lower than those for 

samples with copper for iron substitution, where ca. S2σ550K = 0.45 mW m-1 K-1 when  y = 

0.08 (Figure 5-21(c)). Specifically, these improvements in the power factor are observed 

above the T1 transition. 

Ultra-low thermal conductivity is observed for all samples in the series Cu5+yFe1-yS4. 

However, a higher charge carrier concentration can be inferred from the lower resistivity of 

these samples. As a result, κtotal increases with increasing y up to κ300K = 0.55 W m-1 K-1. A 

minimum close to the T2 transition is observed for each of these samples. This minimum 

moves to lower T with increasing y and is linked to the decreasing T2 transition (Figure 

5-4(c)), which is consistent with the DSC data (Figure 5-21(d,e)). 

A corresponding plateau in the temperature of the ZT max is observed for samples y = 0.06 

0.1 where ZT525K = ZT550K. For each of the samples in the series, an improvement in the ZT 

max is achieved compared to the parent phase, Cu5FeS4. The materials with composition y 

= 0.04 and 0.08 exhibit the best performance with ca. ZT max = 0.61 and 0.59, 

respectively. Whilst there are improvements in the power factor for each increment of y, 
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this does not translate to an increasing ZT max for each increasing increment of y (Figure 

5-21(f)). The higher thermal conductivity values mitigate these improvements. These 

observations are consistent with data published by Qui et al. who also report improved ZT 

as a result of copper for iron substitution.156 
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Figure 5-21 – Temperature dependence of electrical and thermal transport properties 

of Cu5-+yFe1-yS4 (0 ≤ x ≤ 0.1): (a) electrical resistivity; (b) Seebeck coefficient and (c) 

power factor; (d) thermal conductivity; (e) lattice thermal conductivity and (f) 

thermoelectric figure of merit. Red dotted lines indicate the T1 and T2 transition 

temperatures for Cu5FeS4. 

5.5.3. Thermoelectric Properties of Series 3, Cu4.94+zFe1-zS4, (z > 0) 

The primary findings from these first two series described in sections 5.5.1 and 5.5.2 show 

that decreasing the M:S ratio may lead to improvements in the κL, while increasing the 

Cu:Fe ratio can lead to significant improvements in the power factor of the material. To 

find further improvements in the ZT max of non-stoichiometric bornite, the copper-to-iron 

ratio was increased and a fixed cation deficiency was used, effectively combining the two 

previous methods of increasing the hole concentration. Similar to the series Cu5+yFe1-yS4, 

increasing the level of copper for iron substitution, z in Cu4.94+zFe1-z□2.06S4, is consistent 

with decreasing S(T) and ρ(T) across the series and again all samples show p-type 

behaviour (Figure 5-22(a,b)). In all cases for samples with z > 0, and in comparison to the 
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end member sample z = 0, significant improvements in the power factor are observed 

above the T1 transition. The three samples with z = 0.02 to 0.04 show comparable 

performance across S(T), ρ(T) and S2σ with ca. S2σ560K = 0.43 mW m-1 K-2 increased from 

S2σ560K = 0.30 mW m-1 K-2 when z = 0 (Figure 5-22(c)). 
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Figure 5-22 – Temperature dependence of electrical and thermal transport properties of 

Cu4.94-+zFe1-zS4 (0 ≤ x ≤ 0.1): (a) electrical resistivity; (b) Seebeck coefficient and (c) power 

factor; (d) thermal conductivity; (e) lattice thermal conductivity and (f) thermoelectric 

figure of merit. Red dotted lines indicate the T1 and T2 transition temperatures for 

Cu5FeS4. 

In the temperature range of the 4a phase, materials with composition Cu4.94+zFe1-zS4 show 

an increasing κt(T) with increasing z. The minimum in κt(T) is close to the T2 transition and 

is consistent with observations for other samples of bornite discussed above (Figure 

5-22(d)). Samples with z = 0.02 to 0.04 show convergence of κmin to a common value, 

whereas samples z = 0.06 and 0.1 the temperature of κmin, and thus T2, shifts to lower 

temperatures consistent with the DSC data. Relatively high thermal conductivity is 

observed in the sample with z = 0.1. Powder X-ray diffraction data revealed the presence 

of appreciable levels of a chalcopyrite impurity, the presence of which is believed to 

increase the κtotal of the bornite sample due to chalcopyrites large κtotal. Estimation of κL(T) 
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from the Wiedemann-Franz law suggests that a M:S ratio lower than 6:4 in bornite can 

result in a reduced lattice thermal conductivity. The smallest values of lattice thermal 

conductivity κL-min < 0.20 W m-1 K-1 are observed for samples with, z = 0 to 0.04 (Figure 

5-22(e)). 

Improved electrical transport properties concomitant with consistently low thermal 

conductivity results in significant improvements in the thermoelectric performance. This 

study demonstrated three samples with the highest thermoelectric figure of merit for any 

bornite samples measured when the ZT max > 0.76 specifically for samples where z = 0.02 

to 0.04. With ZT max = 0.79 being achieved for sample with nominal composition 

Cu4.972Fe0.968S4. This represents an improvement of 88% compared to the end-member 

phase Cu5FeS4 (Figure 5-22(f)). Notably, peak performance is observed at 550 K, ideal for 

recovery of waste heat from low-grade sources. 

5.5.4. High-Temperature Performance of Substituted Bornite 

Thermoelectric performance of other synthetic bornite samples has been reported in the 

literature up to temperatures of 700 K.156,159,287 These sources describe continual 

improvements in the ZT with increasing temperature, with ZT max being achieved close to 

700 K (Table 5-3). On the basis of TGA/DSC measurements of bornite performed by 

Guélou et al. (Figure 5-23), transport measurements were capped at 575 K. At 

temperatures above 600 K the data show that, under nitrogen flow, gradual weight loss 

occurs, suggesting slow degradation of the sample.157 In addition to this, the neutron 

diffraction data have demonstrated that chalcopyrite formation can occur at higher 

temperatures, consistent with observations by Kumar et al.159 

Higher-temperature thermoelectric measurements have been performed on a sample with 

nominal composition Cu4.97Fe0.93S4. The thermoelectric data of bornite that has been 

reported in the literature and is measured up to 700 K, thus we can provide a reliable 

comparison. The power factor of the sample continues to increase with increasing 

temperature (Figure 5-24(a)). Meanwhile, the thermal conductivity increases significantly 

after the minimum at 550 K, then plateaus after 600 K (Figure 5-24(b)). Two peaks in 

performance are observed at 550 K and 675 K with ZT = 0.74 and 0.84, respectively, 

demonstrating an increase of  ca. 13% in the ZT between the two temperatures (Figure 

5-24(c)). This demonstrates that these samples out-perform other bornite samples by a 

significant margin over the entire temperature range. 
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Figure 5-23  – Temperature dependence data from TGA/DSC analysis of Cu5FeS4 as 

performed by Guélou. Black solid line –Weight percentage; Blue dashed line – Heat flow 

and Black dashed lines – T1 and T2. Reproduced from reference 157, reprinted with 

permission of RSC publishing. 
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Figure 5-24 – The temperature dependence of thermoelectric data for Cu4.97Fe0.97S4 

recorded to higher temperatures: (a) power factor; (b) thermal conductivity; (c) 

thermoelectric figure of merit; (d) Seebeck coefficient and (e) electrical resistivity. 
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Table 5-3 – Thermoelectric figures of merit for synthetic samples of bornite. 

Composition ZT max  ZT max 
Temperature/ K 

ZT550K  Reference 

Cu4.972Fe0.968S4/Cu4.97Fe0.97S4 

Cu5Fe1-xMnxS4, x=0,0.05,0.1 

Cu5FeS4-xSex, x=0.4 

Cu5+xFe1-xS4 , x=0.04 

Cu5.23Fe0.9S4 

Cu4.96Co0.04Fe0.96Zn0.04S4 

0.84 

0.55 

0.66 

0.53 

0.56 

0.60 

675 

540 

675 

700 

680 

590 

0.79 

0.55 

0.51 

0.49 

0.50 

0.60 

This work 

157 

159 

156 

287 

158 

5.5.5. Stability and Application of Non-Stoichiometric Bornite 

For bornites to be applicable for use in thermoelectric modules, the materials must display 

long term stability. The instability of the PLEC Cu2-δS type thermoelectrics has been 

brought to light through constant current-stress tests; the high Cu ion mobility is suspected 

to cause copper migration which leads to degradation. The origins of this are discussed in 

section 4.1. Bornite shows significant structural, compositional and behavioural similarities 

to this iron-free counterpart. Thus it is important to establish that bornite does not 

experience such degradation pathways through copper-ion migration. Further research into 

Cu2-δS showed that partial substitution of immobile ions is an effective technique to 

minimise the degradation in PLECs with mobile Cu cations as they can effectively block 

the ionic pathway channels.185 

A cycle of repeated electrical transport measurements was carried out on a high-

performance sample of substituted bornite. After 8 measurements, with data collected 

every 10 K, the sample showed no significant change in electrical performance, suggesting 

that the presence of immobile Fe cation may suppress the Cu migration (Appendix P). 

5.5.6. Influence of Cu(II) on the Thermoelectric Properties  

The presence of Cu(I) and Fe(III) in the stoichiometric phase, established by near-edge 

absorption spectroscopy and magnetic measurements, implies that substitution methods 

followed here should increase Cu(II) content and hence the hole concentration.288 

Regardless, oxidation must occur at one of the transition-metal species. There is sufficient 

evidence in the literature that confirms the existence of Cu(II) in sulphide minerals, 

although it is certainly less abundant than Cu(I),107 whereas the existence of Fe(IV) in an 

S2- matrix is far less likely. 

Through charge balancing, each of the synthetic bornite samples presented here can be 
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compared in regard to their nominal Cu(II) content. A formulation of Cu5-x+yFe1-yS4 can be 

used to describe each of the 3 cation substituted series described in this chapter. The 

nominal Cu(I) and Cu(II) contents can be formulated by, Cu(I) = 5 – 2x + y and Cu(II) = x 

+ 2y, where x is the nominal amount of copper removed from the chemical system and y is 

the nominal amount of copper substituted for iron. Thus an increase in the Cu:Fe ratio can 

be attributed to a larger increase in the nominal Cu(II) content, compared to decreasing the 

M:S ratio. Meanwhile, the interplay between these two chemical substitution mechanisms 

and their physical properties appears to show a dependence on the Cu(II) content (Figure 

5-25). There is a strong, almost linear correlation of increasing power factor with 

increasing Cu(II) content for the three series (Figure 5-25(a)). 
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Figure 5-25 – Thermoelectric properties recorded at 550 K for Cu5-x+yFe1-yS4 samples that 

showed single phase behaviour. (a) power factor; (b) closed circles – total thermal 

conductivity, open circles – lattice thermal conductivity and (c) thermoelectric figure of 

merit. Grey solid line – highest ZT max of synthetic bornite and grey dashed line – highest 

ZT550K of a synthetic bornite (Table 5-3) 
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A more complex relationship between the Cu(II) content and the thermal conductivity 

appears to exist. There is a general increase in κt with increasing Cu(II) content that can be 

attributed to the increasing hole concentration and in turn the κe. Conversely, the κL shows 

no dependence on the Cu(II) content and instead appears to be dependent on the total 

cation content. These data clearly demonstrate that samples with an increased vacancy 

concentration are more inclined to exhibit lower lattice thermal conductivity (Figure 

5-25(b)). As such, a balance between a lower κt and higher power factors can be found in 

cation deficient species. The negligible influence of Cu(II) on κL in combination with 

increased power factor allows higher performance to be realised between Cu(II) = 0.06 to 

0.16 and peak performance observed Cu(II) = 0.06 to 0.16. This study reveals that the 

introduction of cation vacancies is critical for the realisation of improvements in the 

thermoelectric figure of merit. However, this alone is not sufficient to achieve maximum 

performance, as increasing the Cu(II) content is required to maximise the power factor. 

In summary, small deviations from the ideal stoichiometry of bornite, Cu5FeS4, can lead to 

significant improvements in the thermoelectric figure of merit. The majority of samples 

investigated here show ZT > 0.59 at temperatures as low as 550 K with a peak in 

performance of ZT = 0.79 for Cu4.972Fe0.968S4 at 550 K (and a maximum of ZT = 0.84 at 

675 K). This represents a marked improvement in ZT550K of ca. 44% and an improvement 

in ZT675K of 27% compared to the literature. In addition, it has been demonstrated that 

these results are repeatable for cation deficient samples, here 4 samples achieved ZT550K > 

0.74. The effects of altering the stoichiometry or introducing dopants on the thermoelectric 

properties has been investigated in a few studies thus far.  Substitution with transition 

metal dopants that should drive the Cu(II) content to higher values has provided an 

increase in the ZT of 100% for nanostructured bornites.158 Meanwhile, selenium for 

sulphur substitution provides enhancements in the power factor and hints that the κL may 

be further suppressed.159 This indicates that further improvements to the thermoelectric 

performance may be realised through a combination of transition-metal and anion doping 

concomitant with an increased vacancy concentration. 

5.5.7. Linking the Changes in Structural and Physical Behaviour 

The Debye temperatures, ΘD, of the each of the 4a, 2a and a phases, have been extracted 

from the variable temperature neutron diffraction data for the samples Cu4.96Fe0.98S4 and 

Cu5.08Fe0.92S4. The total Uiso of the sample was calculated from the Uiso of both the cations 

and anions. A linear least-square fit to the Uiso(T) data was used across the temperature 
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range for a given structural phase and the Debye temperature is determined from the 

equation:293 

𝑈𝑖𝑠𝑜 =
3ℎ2𝑇

𝑚𝑘𝑏𝜃𝐷
2 4𝜋2

     (5-1) 

For the sample with composition Cu4.96Fe0.98S4, the Debye temperature for the 4a, 2a and a 

phases are calculated as ΘD= 212(6), 154(3) and 185(1) K, respectively. For Cu5.08Fe0.92S4 

values of ΘD= 185(1), 162(4) and 180(8) K are obtained. Qiu et al. determined the Debye 

temperature for the sub-ambient phase of stoichiometric bornite to be ΘD=250 K by fitting 

the specific heat capacity data at low temperature.156 The value of ΘD= 212(6) K for 

Cu4.96Fe0.98S4 is in good agreement with this. The difference in values observed here may 

indeed be influenced by the different structural behaviour of the samples with different 

composition, as well as the values presented here being determined for the higher 

temperature phases. Low-temperature specific heat capacity measurements would be 

needed to confirm this. The extracted values for the 2a and a phase appear to be consistent 

between the two samples investigated. The behaviour across the phase transitions is 

strikingly similar for both samples. There is a decrease in ΘD across the 4a → 2a 

transition, this is followed by an increase in ΘD across the 2a → a transition. 
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Figure 5-26 – Temperature dependence of the total Uiso with a least squares linear 

interpolation fit to the data and used to extract the Uiso/T values for the high, intermediate 

and ambient temperature phases for: (a) Cu4.96Fe0.98S4; and(b) Cu5.08Fe0.92S4. 

The behaviour of the thermal parameters with temperature reveal the origin of the 

anomalies observed in the thermal conductivity data.  An estimate of the lattice thermal 

conductivity can be determined from the equation:293 

𝜅𝑙𝑎𝑡𝑡𝑖𝑐𝑒 = 8 × 10−8 (
𝑘𝑏

ℎ
)3𝑀𝑉

1

3𝛩𝐷
3 /(𝛾2𝑇)     (5-2) 
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Here M is the average mass of an atom and V is the average volume of an atom. This 

relationship shows there is a direct relationship between the Debye temperature and the 

expected lattice thermal conductivity. 

The Debye temperatures extracted from the Uiso data appear to be at their lowest for the 

intermediate phase. This coincides with the minimum in the measured lattice thermal 

conductivity which is observed within the region of the intermediate phase (Figure 5-27). 

With κL increasing once the material enters the high temperature phase. Therefore, the 

minimum of the lattice thermal conductivity can be associated to the minimum in the 

Debye temperature. 
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Figure 5-27 – Temperature dependence of the lattice thermal conductivities of each of the 

samples taken for neutron diffraction experiments. Open symbols are predicted values 

determined by extrapolating the electrical resistivity data for the sample. 

 

Figure 5-28 - Temperature dependence of the electrical resistivities of each of the samples 

taken for neutron diffraction experiments. 
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5.6. Conclusions  

In the 4a phase, the most remarkable difference in the structural models of the 

stoichiometric and chemically-substituted samples was the observed nuclear density within 

the expected vacancy sites. This vacant site disorder is also observed in the 2a phase but to 

a higher extent. For the stoichiometric phase, there is a marked anomaly in both the 

Seebeck coefficient and electrical resistivity data associated with the 4a to 2a structural 

phase transition. In many of the chemically-substituted samples, the signature of this T1 

structural transition on the electrical transition appears to be suppressed. The existence of 

more 2a-like structural characteristics may be responsible for the suppression of these 

electric anomalies observed in bornite (Figure 5-28). 

The investigations into chemical substitution of the bornite samples intended to improve 

the thermoelectric performance of the material by increasing the charge carrier 

concentration and in turn reduce the electrical resistivity. This was achieved by decreasing 

the total copper content of the sample which led to increases in the power factor of the 

samples along with decreases in the lattice thermal conductivity. Meanwhile increasing the 

Cu:Fe ratio by substitution of Fe with Cu was also successful in increasing the power 

factor. Samples with a ZT max < 0.6 were achieved as a result of these chemical 

substitution methods, increasing the performance from ZT max = 0.45 in the stoichiometric 

sample (Table 5-4). 

Table 5-4 – Thermoelectric figures of merit for the highest performing synthetic Cu-S 

containing thermoelectrical materials as observed in the literature 

Mineral Type Nominal Composition ZT max ZT max 

Temperature/ K 

ZT550K Ref 

Bornite Cu4.972Fe0.968S4 0.84 673 0.79 This Work 

Chalcopyrite Cu0.97Fe1.03S2 0.33 700 0.19 39 

Digenite/Chalcocite Cu1.8S/ Cu1.96S 0.5 673 0.28 35 

Chalcocite Cu1.97S 1.7 1000 0.25 14 

Tetrahedrite Cu10.5Ni1Zn0.5Sb4S13 1.03 575 0.77 13 

Colusite Cu26Nb2Ge6S32 1.0 663 0.71 36 

Mohite Cu2Sn0.9In0.1S3 0.56 773 0.34 37 

 

The power factors were clearly higher in the series Cu5+yFe1-yS4 and the series Cu5-xFeS4 

clearly showed better thermal performance. As such, the two chemical substitution 

methods were combined in an attempt to exploit the advantages offered by each method. 
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This allowed for the achievement of higher power factors without negatively impacting the 

thermal conductivity of the samples. As a result the highest performing known bornite 

samples were achieved with ZT = 0.79 at 550 K and ZT max = 0.84 (Table 5-4). With 

further enhancements bornite could provide a low-cost choice for thermoelectric materials 

for use in the recovery of low-grade industrial waste heat. 
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 Structural characterisation of tetrahedrite at 

low temperatures 

6.1. Introduction 

In recent years, the natural mineral tetrahedrite, Cu12Sb4S14, has shown potential as an 

alternative p-type thermoelectric owing to its low cost and high thermoelectric 

performance.294 It has attracted considerable interest because of these valuable 

characteristics.295 Tetrahedrite crystallises in the space group I4̅3m at room temperature 

(Figure 1-24(a)),296 and is known to be a mixed-valence semiconductor, thus the ionic 

composition may be formulated as (Cu2+)2(Cu+)10(Sb3+)4(S
2-)13.  

Although the physical behaviour of tetrahedrite is known across the temperature range T = 

2 – 800 K, there was only a complete description of the structure over the temperature 

range, T = 100 – 800 K prior to the work in this chapter being presented in the publication 

“Jahn–Teller Driven Electronic Instability in Thermoelectric Tetrahedrite” S. Long et al., 

Adv. Func. Mater., 1909409.297 The low-temperature behaviour of tetrahedrite has not 

attracted significant interest until recently. Heat capacity data presented by Lara-Curzio et 

al. revealed evidence of a low-temperature structural phase transition in stoichiometric 

tetrahedrite, however the peak in the Cp data at T ≈ 85 K corresponding to the transition 

was not observed for zinc-substituted samples.298 Powder X-ray diffraction experiments at 

T < 90 K reveal the presence of additional Bragg reflections in stoichiometric tetrahedrite 

samples. These reflections have been indexed on the basis of tetragonal supercells of 

tetrahedrite, May et al. and Tanaka et al. propose a primitive tetragonal √2a×√2a×a 

supercell and a body-centered tetragonal 2a×2a×2c supercell, respectively.299–301 By 

contrast, Nasanova et al. do not report on any observations in the diffraction data that are 

indicative of a structural phase transition and the data at T < 90 K is indexed using the 

cubic space group I4̅3m.161 

Each of these structure-property investigations reports an anomaly in the lattice parameter 

at ca. 90 K coexisting with anomalies in the thermal and electrical transport properties. 

This is accepted as a metal-to-semiconductor transition (MST).302 Moreover, a marked dip 

in the magnetic susceptibility occurs at this transition temperature and may be attributed to 

antiferromagnetic ordering of the magnetic moments of the Cu2+ ions.  Insights from EPR 

spectroscopy, heat capacity and magnetic measurements led Di Benedetto et al. to 

conclude that, in the cubic phase, two Cu(II) cations per formula unit should be disordered 
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over the tetrahedral sites.303 Results from XPS analysis of tetrahedrite give a conflicting 

observation that copper is present in tetrahedrite only as monovalent cations, Cu(I), thus 

eliminating the possibility of antiferromagnetic order and the Jahn-Teller instability 

inherent to a Cu(II) system.300 Furthermore, 63Cu-NMR data collected on stoichiometric 

tetrahedrite are indicative of a nonmagnetic insulating ground state.304 Clearly there is 

some uncertainty regarding the structural behaviour of tetrahedrite at low temperatures and 

the origin of the magnetic and electronic phase transition. We have sought to address this 

problem through the collection of neutron diffraction, electrical transport and magnetic 

susceptibility data on a stoichiometric sample of tetrahedrite. 

6.2. Experimental Procedure 

A sample with composition Cu12Sb4S13 has been synthesised from a stoichiometric mixture 

of the elements copper (99.5%, Sigma Aldrich), antimony (99.5%, Alfa Aesar) and dried 

sulphur (flakes, 99.99%, Sigma Aldrich). After the elements were ground together in an 

agate mortar, the powdered mixture was added to a 25 mL stainless steel milling jar under 

an argon atmosphere with 6 mm milling balls (2 : 7 g ratio of powder to balls). The sample 

was milled for 8 h in a Retsch Planetary Ball Mill PM100 operating at 600 rpm with a 

change in rotational direction every 30 min. The resulting powder was loaded into a 

tungsten carbide mould and sandwiched between graphite foil and tungsten carbide dies. 

The mould was heated to 693 K under a nitrogen atmosphere and a pressure of 125 MPa 

was applied for 30 mins to complete synthesis and consolidate the sample. The pelleted 

sample was then ground into a powder using an agate mortar, this was used in the 

diffraction and magnetism experiments. A second pressing was performed on a fraction of 

this powdered sample, using the same conditions as the first pressing, for electrical 

transport and thermal property measurements. 

Powder X-Ray diffraction data were collected on a Bruker D8 Advance (Cu Kα1: λ = 

1.5405 Å) diffractometer, using a LynxEye detector and a Ge monochromator, prior to and 

after neutron diffraction experiments. Neutron powder diffraction data were collected 

using the WISH diffractometer at the ISIS neutron facility. The sample was loaded into a 

cryostat and neutron diffraction data were collected on cooling, between 120 K to 1.5 K, 

and on heating, between 1.5 K and 300 K in steps of roughly 10 – 20 K. All Rietveld 

refinements performed on all powder diffraction data were carried out using the GSAS 

software package.272 
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Magnetic susceptibility measurements were performed on a SQUID Magnetometer, 

Quantum Design MPMS XL-7. Data were collected over the temperature range T = 1.5 – 

300 K for both Field Cooled and Zero Field Cooled measurements, using a field of H = 10 

kOe. Field sweep experiments were performed at a temperature of 1.5 K between H = -10 

to 10 kOe. 

Resistivity and heat capacity data were collected on a Physical Property Measurement 

System, Quantum Design PPMS-9. The electrical resistivity was recorded over the 

temperature range T = 1.5 – 300 K and using the Van der Pauw geometry. Specific heat 

capacity was measured on a fragment of the same pellet, and data were collected over the 

temperature range T = 1.5 – 300 K using the Quantum Design PPMS-9. 

6.3.  Diffraction Results and Analysis 

6.3.1.  Phase Analysis at Room Temperature 

Powder X-ray diffraction data were collected at room temperature for the product from 

mechanochemical and hot-pressing methods. Phase analysis was performed using the EVA 

software and revealed the presence of a majority tetrahedrite phase and the presence of a 

secondary stannite-like phase, Cu3SbS4, in small quantities. This is consistent with 

observations in the literature which show that, regardless of the synthesis method, this 

impurity phase will be present in the sample if the reaction mixture is stoichiometric.144,305–

308
 However, single-phase behaviour is commonly observed for chemically substituted 

samples of tetrahedrite. For example, sulphur deficiency, substitution of copper for 

divalent transition metals, substitution at the antimony cation site or substitution at the 

anion sites will provide single-phase tetrahedrite.144,161,305–308 

Phase analysis of the neutron diffraction data for the same sample of tetrahedrite revealed 

an additional phase. These weak reflections were present as shoulders on each of the  

reflections corresponding to the majority tetrahedrite phase (Figure 6-1), and could be 

indexed on the basis of a slightly larger cubic unit cell of tetrahedrite, (a = 10.4501(25) Å 

at 300 K, compared to a = 10.32889(2) Å at 300 K in the majority phase) indicating that 

this was an additional tetrahedrite phase, present in small quantities. Comparably larger 

unit cells are observed in copper-rich variants of tetrahedrite,164 suggesting that a copper-

rich phase may be present in the sample. The presence of this secondary tetrahedrite phase 

was not evident on initial characterisation using laboratory X-ray diffraction. A phase 

analysis of the sample using X-ray diffraction data collected some months later reveal the 

persistence of this Cu-rich tetrahedrite phase. Relative weight percentages of each of these 
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phases were determined from Rietveld analysis of the powder neutron diffraction data 

collected at 300 K and indicates a sample composition of: wt% = 84.39(3) of a tetrahedrite 

phase with a =10.3289(2) Å, wt% = 7.70(7) of the second tetrahedrite phase with an 

enlarged unit cell and wt% = 7.92(4) of Cu3SbS4. 

 

Figure 6-1 – Room-temperature diffraction patterns as recorded on the same sample of 

tetrahedrite, collected at room temperature on: red – Bruker D8 Advanced X-ray 

diffractometer (before neutron experiments); black – WISH diffractometer at the ISIS 

neutron facility. Open circles – Majority tetrahedrite phase; Closed circles – minority 

tetrahedrite phase; Stars – Cu3SbS4. 

6.3.2. Variable Temperature Neutron Diffraction  

Although the neutron-diffraction patterns recorded at high- and low-temperatures are 

broadly similar (Figure 6-3(a,d)), there are additional Bragg reflections with relatively low 

intensity apparent in diffraction patterns when T < 90 K (Figure 6-2). These reflections 

cannot be assigned to any reflections using the cubic structural model of the high-

temperature phase (space group I4̅3m). These observations are consistent with the 

proposed lattice parameters of the low-temperature phase suggested by May et al.299 They 

state that a tetragonal supercell with lattice parameters, at = √2ac, ct = ac, can be used to 

describe the low-temperature phase, allowing for all reflections to be indexed. Meanwhile, 

the secondary tetrahedrite phase can be indexed on the basis of the cubic unit cell at low-

temperatures. 

The presence of residual magnetic scattering at long d-spacings was investigated by 

subtracting the diffraction data recorded at 80 K from data recorded at base temperature, 

1.5 K. The peaks that appear at 1.5 K and not at 80 K, d ≈ 5.5 and 14.6 Å, correspond to 

nuclear reflections of the tetragonal at = √2ac super cell (Table 6-2). The absence of any 
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other additional intensity suggests that there is no magnetic scattering at low-temperatures 

(Figure 6-2(b)).   

   

Figure 6-2 -  (a) – Powder neutron diffraction data as a function of temperature over a 

selected temperature and d-spacing range, clearly showing the appearance of additional 

Bragg reflections; (b) – Plot to show additional high d-spacing reflections, * correspond to 

nuclear supercell reflections. Red – 80 K diffraction data; Black – 1.5 K diffraction data; 

and Blue – difference profile for y80K – y1.5K. 

The structure transformations using the ISODISTORT309 software package were 

performed by Dr P. Vaqueiro and were used to investigate possible tetragonal subgroups of 

the high-temperature parent phase. The cubic lattice parameters, determined by Rietveld 

refinement of the higher temperature phase, were transformed to their equivalent tetragonal 

lattice parameters using the matrix: 

(
1 −1 0
1 1 0
0 0 1

) 

P4̅, P4̅m2, P4̅c2, P4̅b2 and P4̅n2, were the five alternative tetragonal space groups, output 

by the ISODISTORT software as full structural models, that could describe a distorted 

structure of the space group I4̅3m. The GSAS software package and the neutron diffraction 

data collected at 1.5 K from 3 banks (2θ = 90, 120 and 150 °, banks 3, 4 and 5) were used 

in subsequent Rietveld refinements for each of these structural models. The resulting 

observations from these refinements indicated that the space group P4̅c2 provides the best 

description of the structure of tetrahedrite below 1.5 K. The alternative structural models 

resulted in larger Rwp and χ2 values or negative thermal parameters. This new structural 

model now allowed for a reliable description of the structure of tetrahedrite at each 

temperature recorded in this experiment. All diffraction data recorded above T = 90  K can 
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be described using the cubic structure in I4̅3m (Table 6-1 and e-appendix). Below T = 80 

K the structure can be described using the new structural model with space group P4̅c2 

(Table 6-2 and e-appendix).  

 

Figure 6-3 – Rietveld refinement profiles of the neutron diffraction data collected from 

three detector banks, 2θ = 90, 120 and 150 °, banks 3, 4 and 5, for tetrahedrite at 300 K 

and 1.5 K. The observed, calculated and difference profiles are denoted by crosses, the red 

solid line and the lower full line respectively. Markers correspond to the Bragg reflection 

for: Pink – Majority tetrahedrite phase; Blue – Cu3SbS4; Black – minority tetrahedrite 

phase. 
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Table 6-1 - Crystallographic parameters, determined from Rietveld refinements, for the 

majority tetrahedrite phase at 300 K with space group I4̅3m. The atomic positions of the 

occupied crystallographic sites are: 12d (1/2, 1/4, 0); 12e (0, 0, z); 8c (x, x, x); 24g (x, x, z) 

and 2e (0, 0, 0).  

Temperature/ K 300 K    
Majority Tetrahedrite Phase 

     
Space Group I-43m    

Phase Fraction/ % 84.39(3)    
Lattice Parameters a/ Å 10.32889(2)   
S(all) Uiso / Å

2 0.0205(4)   
Cu(1), Sb Uiso/ Å

2 0.0213(2)   
Cu(2) Uiso */ Å2 0.0629(7)*   
all Cu, S, Sb SOF 1   

Atom Label 

Wykoff 

Symbol x y z 

Cu(1) 12d ½  0 ¼  

Cu(2) 12e 0 0 0.2176(1) 

Sb 8c 0.2683(1) 0.2683(1) 0.2683(1) 

S(1) 24g 0.8852(1) 0.8852(1) 0.3632(2) 

S(2) 2e 0 0 0 

Goodness of fit 

parameters 
χ2 15.66 

  

total Rwp/% 3.63 Rp/ % 3.02 

150° bank Rwp/% 3.35 Rp/ % 2.61 

120° bank Rwp/% 3.68 Rp/ % 3.03 

90° bank Rwp/% 3.91 Rp/ % 3.55 

*Uij vales have been converted to a single value for Uiso, which are presented above 
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Table 6-2 - Crystallographic parameters, determined from Rietveld refinements using 

neutron diffraction data, for the majority tetrahedrite phase at 1.5 K, in space group P4̅c2. 

The atomic positions of the occupied crystallographic sites are: 8j (x, y, z); 4e (x, x, 1/4); 

2d (1/2, 1/2, 0); 4i (0, 1/2, z); 2c (0, 0, 0); 4f (x, x, 3/4).  

Temperature/ K 1.5 K    
Majority Tetrahedrite Phase     

Space Group P-4c2    
Phase Fraction/ % 80.62(3)    
Lattice Parameters a/ Å 14.60192(6)   

 c/ Å 10.29187(8)   
S(all) Uiso / Å

2 0.0032(4)   
Cu(1all), Sb(all) Uiso/ Å

2 0.00918(23)   
Cu(2all) Uiso/ Å

2 0.01257(38)   
all Cu, S, Sb SOF 1   

Atom Label 

Wykoff 

Symbol x y z 

Cu(1i) 8j 0.8801(3) 0.3753(3) 0.7570(3) 

Cu(1ii) 4e 0.8645(3) 0.8645(3) ¼ 

Cu(1ii) 4e 0.3799(3) 0.3799(3) ¼ 

Cu(1iv) 2d ½ ½ 0 

Cu(1v) 4i 0 ½ 0.5224(4) 

Cu(1vi) 2c 0 0 0 

Cu(2i) 4f 0.6491(3) 0.6491(3) ¾ 

Cu(2ii) 8j 0.6383(2) 0.1410(2) 0.2180(3) 

Cu(2ii) 4f 0.1290(2) 0.1290(2) 0.75 

Cu(2iv) 8j 0.7507(2) 0.7276(2) 0.0404(3) 

Sb(i) 8j 0.7444(4) 0.4775(3) 0.0218(5) 

Sb(ii) 8j 0.7451(4) 0.0071(3) 0.5085(5) 

S(1i) 8j 0.7426(6) 0.8484(5) 0.0898(7) 

S(1ii) 8j 0.7545(6) 0.3670(6) 0.6212(7) 

S(1ii) 8j 0.0142(6) 0.6296(6) 0.652(1) 

S(1iv) 8j 0.00316) 0.1196(6) 0.140(1) 

S(1v) 8j 0.4862(6) 0.6222(6) 0.135(1) 

S(1vi) 8j 0.4954(5) 0.1332(6) 0.616(1) 

S(2) 4f 0.7676(3) 0.7676(3) ¾ 

Goodness of fit 

parameters 
χ2 83.8 

  

total Rwp/% 3.52 Rp/ % 3.09 

150° bank Rwp/% 3.21 Rp/ % 2.76 

120° bank Rwp/% 3.57 Rp/ % 3.13 

90° bank Rwp/% 3.82 Rp/ % 3.48 
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6.3.2.1. Structure of the Low-Temperature Phase of Tetrahedrite 

The structure of tetrahedrite at low temperature is an ordered tetragonal supercell, Z = 4, of 

the high temperature phase, Z = 2. Therefore, the structural features are largely similar but 

distorted in the low-temperature phase. The collapsed sodalite framework of CuS4 

tetrahedra is distorted, with both the ‘square’ windows and the ‘hexagonal’ windows 

showing imperfect geometry. Similarly the SbS3 trigonal pyramids and the 

(Cu(2)S(1)2)6S(2) spinner units become distorted. The sulphur atom that centres the 

spinner unit and the sodalite cage shifts from the very centre of the sodalite cage, 

displacing towards one of the ‘square’ windows (Figure 6-4).  

 

Figure 6-4 – (a) Rotated projection view along the [001] direction of the low-temperature 

crystal structure of tetrahedrite as determined from Rietveld refinement against neutron 

diffraction data. (b) Distortion of the spinner unit that occurs with the structural 

transformation. (c) The four individual cation sites of the Cu(2)6S(2)octahedron. Blue – 

tetrahedral copper; Purple – trigonal copper; yellow spheres – sulphur and orange 

spheres – Antimony. 

Most notably, the distortion of the S(2) environment and that of the surrounding Cu(2) 

atoms may be responsible for the changes in the physical properties. This Cu(2)6S(2) 

octahedron is regular at high temperature, with six identical Cu-S bond lengths and Cu-S-

Cu bond angles of 90 °. Upon transformation to the P4̅c2 space group, the sulphur centred 

octahedron shows significant structural distortion, with the S(2) atom shifting off-centre. 

Furthermore, the change of space group allows for this distortion because the change in 

symmetry leads to an increase in the number of crystallographically distinct sites, coupled 

with a doubling of the unit cell size. The two distinct cation sites, at high temperature, are 
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the tetrahedral and trigonal sites. The tetrahedral, Cu(1), type cations are described by 6 

individual sites in the low-temperature phase while the trigonal Cu(2) sites are described 

by 4 individual sites. The distortions across these crystallographic sites will be investigated 

in the following sections.  

6.3.2.2. Temperature Dependence of Cu-S Bonding Parameters 

The neutron diffraction data were collected on cooling and heating.  The structural 

refinements using data collected at each temperature reveal a hysteresis in the phase 

transition temperature of ca. 10 K, between heating and cooling. The tetragonal unit cell 

describes the diffraction data below 80 K on cooling and 90 K on heating, meanwhile the 

cubic unit cell describes the diffraction data above these temperatures. The lattice 

parameter and unit-cell volume data, as determined by Rietveld refinements, highlight this 

hysteresis (Figure 6-5(a,b)). These data are presented in Figure 6-5 as the pseudo cubic 

lattice parameters, ac = bc = at/√2, cc = ct (and volume) to enable comparison. 

With decreasing temperature, the cubic lattice parameter decreases from a = 10.32889(2) Å 

at 300 K to a = 10.30653(2) Å at 100 K. At the phase-transition temperature the pseudo-

cubic lattice parameters of the unit cell diverge, ac markedly increases and cc parameter 

decreases. This observation is consistent with observations made by May et al.299 Below 

80 K the lattice parameters do not show any notable variation with decreasing temperature. 

The divergence of lattice parameters at the phase transition also leads to an anomaly in the 

lattice volume. The tetragonal phase exhibits a comparatively larger lattice volume. 

 

Figure 6-5 – Temperature dependence of the pseudo-cubic lattice parameters for 

tetrahedrite: (a) cell-parameters; (b) cell volume. 

6.3.2.3. Changes in the Behaviour of the Cu(2)-S Bond Distances 

In the following section some of the bond distances, angles and distortion parameters are 

presented in variable temperature plots (tabulated data in e-appendix). The change in the 
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Cu(2)-S bond distances and bond angles as a function of temperature provide further 

insight to the structural distortion within the (Cu(2)S(1)2)6S(2) spinner moiety.  

The Cu(2)-S(2) bond distance shows little variation with temperature in the cubic phase, 

which exhibits a length of ca. 2.25 Å between T = 100 – 300 K. In the tetragonal phase the 

Cu(2) site splits into 4 crystallographically distinct sites, giving 4 unique Cu(2)-S(2) bond 

distances in the octahedral unit (Figure 6-4(c)). The Cu-S bond distances of the 8j Cu(2) 

cations, Cu(2ii)-S(2) and Cu(2iv)-S(2) which are adjacent to one another, show little change 

as a result of the structural phase transition with values of ca. 2.26 and 2.25 Å, respectively 

(Figure 6-6(a)). By contrast, the Cu-S distances for the 4f  Cu(2) cations - which sit trans to 

one another- show marked changes as a result of the phase transition (Figure 6-6(a)). The 

Cu(2i)-S(2) distance increases significantly to 2.45 Å a change of ca. 9 % and the Cu(2iii)-

S(2) distance decreases by ca. 6% to 2.12 Å. The S(2) cation moves out of the plane of the 

Cu(2ii) and Cu(2iv) cations towards the Cu(2iii) position. Anomalies in the bond angles 

accompany the changing bond distances. 

 In the cubic phase, each pair of trans Cu(2) cations has a Cu(2)-S(2)-Cu(2) bond angle of 

180 °. This behaviour is preserved in the tetragonal phase for the Cu(2i) and Cu(2iii) trans 

pair, Cu(2i)-S(2)- Cu(2iii) = 180 °. The Cu(2)-S(2)-Cu(2) bond angles for the Cu(2ii)-Cu(2ii) 

and Cu(2iv)-Cu(2iv) trans pairs do not display linear behaviour in the tetragonal phase. Each 

Cu(2ii/2iv)-S(2)-Cu(2ii/2iv) show a striking deviation on the order of 25 – 30 ° around the 

phase transition (Figure 6-6(b)). 

Each of the Cu(2) cations is coordinated to two S(1) and one S(2) anions. The structural 

distortion centred around the S(2) has an impact on the next nearest neighbours and thus 

the Cu(2)-S(1) bond distances, the most notable of which is the behaviour around the 

Cu(2i) and Cu(2iii) centres. The Cu(2)-S(1) bond distances in the cubic phase are 

comparable to the Cu(2)-S(2) distances at ca. 2.25 Å. Interestingly all of the Cu-S bond 

distances for the Cu(2iii) cation contract as a result of the cubic to tetragonal phase 

transformation with a Cu(2iii)-S(1iv) distance of ca. 2.17 Å. Similarly each of the Cu-S 

bond distances for the Cu(2i) cation expand during this transformation with a Cu(2i)-S(1v) 

distance of ca. 2.32 Å. 
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Figure 6-6 – Temperature dependence of the Cu-S bond distances and angles for the Cu(2) 

cations in the spinner unit in Cu12Sb4S13. (a) - Cu(2)-S(2) bond distances and  (b) angles  

for the sulphur centred octahedra; (c) – Bond distances for the Cu(2iii)-S3 unit; (d) – Bond 

distances for the Cu(2i)-S3 unit.  

The calculated polyhedral distortion parameters reveal a huge overall distortion for the 

S(2)Cu(2)6 octahedron in the tetragonal phase. The S(2) displacement results in huge bond 

angle distortions, σoct
2 > 200 at 1.5 K, and is linked to the aforementioned Cu(2ii) and 

Cu(2iv) cations. Meanwhile the large bond length distortion parameter, Δoct ×103 = 1.6 at 

1.5 K, is linked to the Cu(2i) and Cu(2iii) cations (Figure 6-7). Individual bond lengths for 

the Cu(1)S(1)4 tetrahedra are available in the e-appendix. These data reveal the distortion 

of the tetrahedra within the sodalite cage. In the cubic phase the degree of tetrahedral bond 

distortion is trivial, σtet
2 < 10, and all Cu(1)-S(1) bond distances are equal.  At base 

temperature, 1.5 K, each of the tetrahedra exhibit, σtet
2, Δtet, values that are not substantial, 

but show the distortion across the S(2)Cu(2)6 octahedron further influences the structure of 

the sodalite cage.  

In the high-temperature phase the trigonal CuS3 unit is distorted. S-Cu-S bond angles show 

a significant variation, 132 ° to 96 °, and have a bond angle variance of, σtrig
2  ≈ 400. The 
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Cu(2ii,iv) metal centres display an increase in polyhedral distortion upon transformation to 

the tetragonal phase. The Cu(2iv) cation is subject to relatively large angular distortions 

owing to the S(1ii)-Cu(2iv)-S(2) coordination which approaches linearity, θ ≈ 155°, as a 

result of the Cu(2) cations displacement from the centre of the polyhedra. The Cu(2iv) 

cation displays a similar behaviour, θ ≈ 145°. 
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Figure 6-7 – Temperature dependence of the distortion parameters for the S(2)Cu(2)6 

octahedron. Black – bond angle distortion parameter; Blue – Bond length deviation 

parameter. 

The Cu(2iii)S3 and Cu(1iv)S4 polyhedra show structural distortions that are trivial compared 

to their counterparts. Meanwhile, the Cu(1ii) S4, Cu(2ii) S3 and Cu(2iv)S3 polyhedra are 

subject to comparatively large distortion parameters. In particular, the huge distortions in 

S(2)Cu(2)6 may influence the behaviour across each of these structural units. Each of these 

distortion parameters show some temperature dependence. Both octahedral distortion 

parameters show a weak temperature dependence. σoct
2 becomes more distorted with 

decreasing temperature, whilst Δoct shows the opposite behaviour. 

Transformation to the low temperature tetragonal phase is accompanied by a sharp increase 

in angular and bond distance distortion parameters. At temperatures below the phase 

transition, the σ2(T) and Δ(T) plots reveals an anomaly between the 10 K and 40 K data 

(Figure 6-8(a-d)). A marked drop is observed in the tetrahedral bond length distortion 

parameter. An anomaly is also observed in the bond angle parameter for Cu(1i) and 

Cu(1iv). The temperature dependence of σ2
trig and Δtrig for Cu(2)S3 units also reveal a 

similar anomaly across the temperature range T = 10 to 40 K. The origins of this change in 
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structural behaviour are not understood, diffraction experiments with finer temperature 

resolution across the temperature range T = 1.5 to 60 K would be required to understand 

this behaviour.  

 

Figure 6-8 – Temperature dependence of the distortion parameters for each of the copper 

centred polyhedra in tetrahedrite. (a) tetrahedral bond angle variance for Cu(1n) cations; 

(b) tetrahedral bond length deviation for Cu(1n) cations; (c) trigonal bond angle variance 

for Cu(2n) cations; (d) trigonal bond length deviation for Cu(2n) cations. 

6.4. Investigating Charge Ordering within Tetrahedrite 

6.4.1.  Copper-Copper Interactions in the Low-Temperature Structure 

The polyhedral distortion of the SCu6 octahedron in the tetragonal phase is accompanied 

by the formation of new Cu-Cu interactions. These metal-metal interactions are not 

observed in the high-temperature cubic phase, which has Cu(2)-Cu(2) distances of 3.18 Å. 

Three of the Cu-Cu distances increase across the structural phase transition whilst three 

contract to distances of Cu(2)-Cu(2) = 2.857(4), 2.956(3) and 2.673(3) Å at 1.5 K (Figure 

6-9). These interatomic distances are approaching, or below, the van der Waals’ radii for 

two copper cations, 2.8 Å and the Cu-Cu distance in copper metal, 2.56 Å.310 The shortened 

metal-metal distances are indicative of the formation of Cu-Cu bonds. This suggests the 
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formation of a mixed valent, pentameric cluster of copper cations over the Cu(2i,2ii,2iv) 

sites in tetrahedrite (Figure 6-9). 

Copper-copper bonding is known to occur for both oxidation states, Cu(I) and Cu(II). 

Formation of homoatomic metal clusters is known to occur in copper(I) and silver 

chalcogenides through d10-d10 interactions that significantly influence the structure and 

properties of the material. In these instances, bond distances are on the order of  2.35 to 2.8 

Å.284 Meanwhile, Cu-Cu distances in cuprous organic clusters are generally of the order of 

2.6 to 2.8 Å.311–315 Cu(II) dimers, such as copper (II) acetate,316 are observed in cases where 

bridging ligands stabilise the d9-d9 interactions and may lead to magnetic interactions. 

Spin-singlet and spin-triplet states may occur resulting in antiferromagnetic or 

ferromagnetic interactions, which are influenced by the bridging ligands in the metal-

organic clusters.  

 

Figure 6-9 – (a) - Temperature dependence of the Cu-Cu distances over the SCu6 

octahedron and; (b) – view of the Cu-Cu interactions across the SCu6 octahedron 

highlighting the Cu-Cu bond distances shorter than 3 Å as bold purple lines. Purple 

spheres- copper atoms; Yellow spheres – sulphur atoms. 

A molecular-orbital analysis of the (Cu(2)S(1)2)6S(2) structural cluster, in the high- and 

low-temperature phases, has allowed for identification and confirmation of structural 

location of the Cu(II) cations in the tetragonal phase of tetrahedrite. In the cubic phase, the 

copper atoms are known to be disordered over the tetrahedral sites and the octahedral 

cluster. Therefore, and in agreement with the average charge of a copper in tetrahedrite 

being +1.167, the octahedral cluster can be defined as Cu6
7+. The low values of Δtet at base 

temperature 1.5 K are characteristic of Cu(I) cations which are less inclined to show 



Chapter 6  Sebastian Long 

 

212 

 

structural distortion compared to d9- Cu(II). This, along with the results from extended 

Hückel calculations (performed by Dr P. Vaqueiro) for the Cu6
7+ cluster -which reveals an 

electronic state susceptible to Jahn-Teller distortion, owing to the degenerate 2tg  HOMO 

occupied by 5 electrons- provides the basis to propose a Cu5
7+ metal cluster for the low-

temperature phase (Figure 6-10(a)). The electron configuration of Cu6
7+ is in agreement 

with previous Hückel calculations on the octahedral molecular clusters.317 The Cu5
7+ 

should consist of two Cu2+ and three Cu+.  The extended Hückel calculations for this 

cluster indicate that the HOMO is a singlet state, 1b1. Hence there should not be any 

magnetic ordering within the structure, which is consistent with the absence of magnetic 

scattering in the neutron diffraction pattern for tetragonal tetrahedrite. Furthermore, the 

observations from 63Cu NMR reveal no internal magnetic field over the tetrahedral sites, 

supporting the idea of Cu2+ occurring in the trigonally coordinated sites in the low-

temperature phase. 

E
n
e
rg

y
/a

.u
.

Cu
7+

6
(59 electrons) 

 

E
n

e
rg

y
/a

.u
.

Cu
7+

5
(48 electrons) 

 

Figure 6-10 – Molecular orbital diagrams as determined using the Hyperchem software 

package for: (a) – an octahedral Cu6
7+ cluster, point group Oh; (b) – a distorted square 

pyramidal Cu5
7+ cluster, point group C2v. 
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6.4.2. Temperature Dependence of the Atomic Displacement Parameters  

The low thermal conductivity of cubic tetrahedrite has been linked to the thermal motion of 

the trigonally coordinated copper cations, Cu(2).318 A weak bonding mode of the copper to 

the lone pairs located on axial antimony cations leads to an out-of-plane vibrational mode 

for Cu(2). This behaviour is modelled in the high-temperature phase with anisotropic 

atomic displacement parameters (ADP) for the Cu(2) cations. At low temperatures, a 

common value for isotropic ADPs was used to model the cations Cu(2i)- Cu(2iv). The 

ADPs of Cu(1i)-Cu(1vi), Sb(all)  were constrained to a common value during refinement of 

both the cubic and tetragonal phases, as were S(1i)- S(1vi), S(2). 

The ADPs of the Cu(1) and Sb cations decrease with decreasing temperature across the 

entire temperature range T = 1.5 to 300 K. On the other hand, the thermal parameter of the 

Cu(2) cation shows a marked discontinuity at the phase transition. Here the Uiso value 

decreases by ca. 65 %. Furthermore, there is a divergence in the Cu-Sb bond distances 

across the phase transition. Half of these distances increase significantly, by ca. 15%, 

whilst some of the distances between the antimony cations and the pentameric cluster 

cations decrease (Figure 6-11). This behaviour, along with the suppression of the large 

ADP for the trigonal Cu(2) cation indicates that the rattling mode may be inhibited in the 

tetragonal phase. This is supported by observations from inelastic neutron scattering 

experiments on low temperature tetrahedrite.299 These showed a disappearance of the low-

energy vibrational mode corresponding to the rattling mode of the Cu(2) cation.  
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Figure 6-11 – Temperature dependence of the: (a) anisotropic displacement parameters in 

tetrahedrite; (b) copper antimony distances in tetrahedrite. 

6.5. Physical Properties 

In the high-temperature cubic phase and across the temperature range T = 90 to 300 K, 

Curie-Weiss behaviour is followed in the reciprocal magnetic susceptibility data (Figure 

6-12(b)). The Weiss constant of θ = -170 K suggests there are antiferromagnetic 

(a) 



Chapter 6  Sebastian Long 

 

214 

 

interactions of moderate strength. A similar behaviour in the temperature dependence is 

followed for the field cooled (FC) and zero field cooled (ZFC) magnetic susceptibility 

data. There is a marked drop in the magnetic susceptibility at the phase-transition 

temperature, ca. 85 K, followed by an exponential increase in χmol with decreasing 

temperature (Figure 6-12(a)). This behaviour is consistent with previous reports on the 

temperature dependence of the magnetic susceptibility.300,303 At T < 10 K there is a 

divergence in the behaviour of the FC and ZFC data, here the ZFC continues to increase 

with decreasing temperature whilst the FC plateaus at ca. χmol = 0.0075 emu mol-1. The 

Curie constant was determined to be ΘC = 0.54 cm3 K-1 mol-1 and calculated from a linear 

interpolation of the ZFC χ-1
mol data over the temperature range T = 120 to 175 K (Figure 

6-12(b)). This would be consistent with the findings of Di Benedetto as this corresponds to 

an effective magnetic moment per Cu2+ of μeff = 1.5, which is close to the expected value 

for spin-only behaviour for the two copper ions.303  

The magnetisation data, recorded at T = 1.5 K, reveal a linear increase in magnetisation 

with increasing field strength (Figure 6-12(c)). The curve passes through the origin and 

shows no magnetic hysteresis, indicating that there is no spontaneous magnetisation. These 

observations, along with anomalous behaviour in the magnetic susceptibility, a negative 

Weiss constant and an absence of magnetic scattering indicates a non-magnetic ground 

state. This would be consistent with the singlet state pentameric Cu5
7+ cluster suggested 

above that accounts for all of the Cu2+ cations within (Cu2+)2(Cu+)10(Sb3+)4(S
2-)13. The 

curve of μeff(T) also reveals the phase transition at 90 K. At this temperature there is a 

marked drop in μeff which then plateaus across the temperature range, T = 10 to 80 K 

(Figure 6-12(d)). A second anomaly in the ZFC and FC magnetisation data is observed at 

10 K, which is consistent with the temperature for the observed anomaly in mol(T) for the 

FC data.  

The origins of the magnetic anomaly observed at lower temperatures remain unclear. The 

heat capacity data recorded here show a spike in intensity at 90 K corresponding to the first 

order structural phase transition, for which we have provided a new structural model for 

the low temperature phase (Figure 6-13(a)). There are no additional signatures in the 

temperature range of 10 K, which is in agreement with heat capacity data presented in the 

literature.298 This anomaly cannot be accredited to the impurity phase with composition 

Cu3SbS4, because each of the copper cations for this material is a closed shell cation, Cu+, 

which is not magnetic in nature. The presence of weak anomalies at ca. 10 K in the 



 

215 

 

polyhedral distortion data support the possibility that; tetrahedrite is subject to a second 

order phase-transition at 10 K. 

 

Figure 6-12 – The temperature dependence of magnetic properties determined from field 

cooled – red; and zero field cooled – black measurements (a) – magnetic susceptibility; (b) 

inverse magnetic susceptibility; (d) effective magnetic moment. Field dependence of the 

magnetisation of tetrahedrite (c). 

The electrical resistivity data collected on this sample show strikingly similar temperature 

dependence to previous low-temperature studies on tetrahedrite.161,300  The influence of the 

structural phase transition is observed as an anomaly at the expected phase transition 

temperature (Figure 6-13(b)). Above 90 K, ρ(T) shows an anomaly in the region of T = 200 

to 250 K where the resistivity increases by almost a factor 5 from ca. ρ = 0.005 mΩ m at 

250 K to ρ = 0.025 mΩ m at 175 K, then plateaus across the temperature range T = 90 to 

200 K. This anomaly which is observed across the temperature range for the cubic phase, 

exists in low temperature electrical resistivity data presented by Tanaka et al. and James et 

al.300,308 The heat capacity data presented here and in previous studies do not provide 

evidence of a first-order phase transition across this temperature range. So far, the origins 

of this anomaly have not been elucidated. The structural investigations presented here do 
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not provide any evidence that this anomaly is structural in origin. The temperature 

dependence of the electric resistivity above and below the phase transition shows a 

decrease with increasing temperature for both the cubic and tetragonal phases. This 

indicates semiconductor or insulator type behaviour above and below the phase transition 

temperature. The band structure calculations for this phase are presented as part of a 

following publication and they provide further insight toward the electrical behaviour in 

the low temperature structure of tetrahedrite.297 These calculations are possible as a result 

of the work carried out here because a new and complete magnetic and structural 

description of the low temperature phase of tetrahedrite has been provided.  
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Figure 6-13 – Temperature dependence of the: (a) heat capacity of tetrahedrite; (b) 

electrical resistivity of tetrahedrite. The full red dotted line signifies the phase transition 

temperature, the partial red line is used to highlight the anomaly in the electrical 

behaviour at ca. 200 K. 

6.6. Conclusions 

The neutron diffraction data collected here do not reveal any evidence of residual magnetic 

scattering as a result of the low-temperature structural phase transition. This observation 

indicates that the low-temperature magnetic transition seen in the magnetic susceptibility 

data does not lead to a magnetically ordered ground state. Structural characterisation of the 

low-temperature phase reveals the origins of this magnetic transition. A new description of  

this phase is presented which accounts for the ordering of all Cu(II) cations across a 

tetragonal unit cell with parameters √2ac×√2ac×ac and space group P4̅c2. The structural 

transformation is driven by a distortion of the S(2)Cu(2)6 octahedra that is accompanied by 

a suppression by 65% of the copper rattling mode of the trigonally coordinated cations 

within this cluster. The sulphur centred octahedron has a regular geometry in the high-

temperature phase. The large polyhedral distortion parameters seen at low temperature are 

(a) (b) 
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synonymous with a Jahn-Teller distortion. Copper-copper interactions within the Cu6S 

octahedron and the tendency of Cu(II) cations to induce Jahn-teller instability leads to the 

formation of a localised copper cluster. Short copper-copper interactions are observed 

between 3 of the crystallographically distinct sites that are now interconnected to form a 

distorted square pyramid pentameric cluster. The assignment of the Cu(II) into this 

pentameric cluster gives a Cu5
7+ cluster with point group C2v. All of the electrons are 

paired giving a singlet ground state (1b1) and this cluster accounts for all of the Cu(II) in 

(Cu2+)2(Cu+)10(Sb3+)4(S
2-)13 with the holes becoming localised across the cluster.  



Chapter 7  Sebastian Long 

 

218 

 

  Conclusions and Further Work 

Copper-Sulphide based mineral type thermoelectric materials have attracted interest in 

recent years owing to their potential to offer low-cost low-toxicity alternatives to state-of-

the-art thermoelectrics.131 Recent research efforts into the performance of these mineral 

type phases or their selenide-base analogues has revealed numerous materials that exhibit 

ZTs close to unity. The material families in which this has been demonstrated include α-

chalcocite, tetrahedrite, argyrodite, kuramite, kesterite and colusite. For these materials the 

ZT max is observed at high temperatures of 700 K or above.  

7.1. Diffraction Resistance Seebeck Cell 

Many of the Cu-S based thermoelectrics are known to show structural phase transitions 

with increasing temperature. These structural transitions are usually accompanied by 

electrical or thermal transitions that have a remarkable influence on the performance of the 

material and are often observed as anomalies in the electrical or thermal transport data.  

A novel cell for the study of the structure-property relationships in thermoelectric materials 

was developed, built and tested. This in-situ cell provides a first-of-its kind sample 

environment, allowing for the simultaneous collection of neutron diffraction data along 

with electrical transport property data. Experiments utilising this cell on the POLARIS 

diffractometer will allow for the collection of excellent quality diffraction data over the 

same time scale as diffraction only experiments. Therefore, any variable temperature 

diffraction experiments on thermoelectric materials which show structural transitions can 

greatly benefit from using this equipment.  

The experiments performed on this device and presented above have demonstrated that the 

advantages of neutron scattering can be exploited using this in-situ cell, thus allowing for 

the study of magnetic, mixed transition metal or nano-structured materials. Furthermore, 

the sensitivity of neutrons to the ADPs of atoms makes them ideal for studying the thermal 

behaviour of thermoelectric materials. 

This device has allowed for the monitoring of changes in the structural and electrical 

behaviour of multiple thermoelectric materials. Currently the collection of the electrical 

data for characterisation of the Seebeck coefficient and electrical resistivity takes ca. 30 

minutes for each temperature increment. The high-quality diffraction data takes at least 60 

minutes to collect. Future work on this project should seek to further improve the electrical 

resistivity measurements. These experimental procedures may be optimised to allow for 
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the electrical resistivity to be determined from electrical impedance spectroscopy rather 

than DC methods. 

7.2. Chalcopyrite Related Samples of the Cu-Fe-S System 

All of the high-performance copper-sulphide and selenide-based thermoelectric materials 

discovered to date are p-type semiconductors. For low cost thermoelectric modules to be 

developed, it is crucial that high performance n-type materials are also developed. The 

chalcopyrite system has been studied extensively as it is one of few potential n-type 

copper-sulphide thermoelectrics. However, its performance is modest compared to its 

counterparts. The mooihoekite and talnakhite systems are structurally similar to the 

chalcopyrite phase and early studies by a solid-state chemistry group at the University of 

Reading have revealed the potential of talnakhite for thermoelectric applications.152 The 

talnakhite-type samples exhibit a ZT max=0.17 at the relatively low temperature of 475 K. 

This performance is not outstanding, but future work on optimising the thermoelectric 

properties could achieve a more impressive performance. More importantly, the peak in 

performance is observed close to a structural phase transition.  

The structural investigations here have revealed that the structural behaviour of talnakhite 

does not result in a direct transition from one phase to another. However, the phase 

transition leads to a solid-state mixture of two chalcopyrite-related phases at high 

temperature. In fact a secondary chalcopyrite-type phase begins to exsolve from the single 

phase sample with minimal heating. The experiment has provided diffraction data for the 

magnetic phase in the sample and this should allow for the magnetic characterisation of the 

material in the following analysis of these data. 

A novel observation of an intermediate temperature, ca. T = 450 K, magnetic transition has 

been observed in a copper-rich chalcopyrite sample. This behaviour has a marked 

influence on the electrical transport properties of the chalcopyrite-type phase resulting in a 

local maximum in the power factor. This type of behaviour has not previously been 

reported in the chalcopyrite mineral. This could offer new opportunities to optimise the 

lower temperature thermoelectric performance of chalcopyrite by exploiting this local 

maximum. The nature of the magnetic transition has not been determined, but future work 

in uncovering the magnetic behaviour might reveal the influence of additional copper 

cations on the magnetic structure. 

For chalcopyrite-type phases presented in the literature, the behaviour of S(T) can differ 

between studies. S(T) has been shown to decrease with increasing temperature and to 
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increase with increasing temperature at T  > 300 K.96,97 Often the phase of the material is 

determined by a rudimentary peak analysis of the X-ray diffraction pattern of the 

chalcopyrite-type phase at room temperature. However, at room temperature the overlap of 

reflections corresponding to talnakhite-type phases and chalcopyrite-type phases makes it 

impossible to determine whether the chalcopyrite is single phase. The sample synthesised 

here appeared to be single phase by peak analysis of the X-ray diffraction data. The 

observations from the in-situ analysis of the mixed phase ‘chalcopyrite’ sample revealed 

that the S(T) decreases as a result of an increasing weight fraction of the intermediate solid-

state iss phase. Therefore, samples of chalcopyrite which show decreasing S(T) are 

suspected to exhibit the dynamic exsolution of an iss phase with increasing temperature. 

This set of experiments outlines and supports Cabri’s observations on the complexity 

involved in investigating this region of the Cu-Fe-S phase diagram.146 A deeper 

understanding of this region of the phase diagram will be crucial in unlocking the potential 

offered by these n-type thermoelectric materials and this set of studies will certainly 

contribute towards this. 

7.3. Structural and Thermoelectric Behaviour of Bornite 

The structural analysis of bornite using neutron diffraction techniques has for the first time 

unequivocally determined that the iron cations are ordered within the AF sub-cells of the 

4a phase of bornite. Meanwhile, the RMC analysis has revealed that the iron cations are 

highly ordered in the 4a phase and there are channels parallel to the z-axis and with 

dimensions ca. 5.5 × 5.5 Å, that are iron-deficient. A partially ordered arrangement of the 

iron cations can be mapped onto the crystallographic sites of the Pbca unit cell, but the 

symmetry of the space group cannot model these iron deficient channels. 

The observations from Rietveld and RMC analysis have revealed that iron cations will 

occupy both the AF and ZB* sub-cells in the 2a phase. The majority of the iron cations are 

situated within the AF sub-cells. However, there is a shift in the iron-iron correlations 

within the structure as the sample transforms from the 4a→2a. In the 4a phase there are 

many more face-diagonal correlations than face-edge and body-diagonal correlations. In 

the 2a phase the number of face-diagonal and face-edge iron-iron correlations are 

comparable. Whilst the a phase shows a disordering of the cations in the structure as the 

AF-ZB sub-cell type ordering is lost, the iron ordering within the structure remains similar 

to the 2a phase. Therefore, the two structural phase transitions in bornite can be attributed 

to, firstly an disordering of the iron cations within the structure, followed by a disordering 
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of the copper cations. These transitions are accompanied by an increase in the number of 

strong Cu-Cu interactions with increasing temperature. To uncover the influence of these 

iron-iron correlations and short copper-copper distances on the electronic structure the 

changes in electronic structure should be investigated by computational methods.  

The investigations into the thermoelectric properties of bornite has allowed for high 

thermoelectric performance to be obtained in samples with a small degree of chemical 

substitution. This has been achieved by controlling the nominal Cu(II) concentration of the 

material. A number of copper-sulphide based materials have greater absolute figures of 

merit, however, for low- to mid- grade waste heat recovery purposes their peak 

performance is outside of the desired temperature range. It is demonstrated here that 

bornite is capable of far surpassing the ZT550K of most Cu-S based thermoelectrics within 

this temperature range and achieving comparable ZT to substituted tetrahedrites (Figure 

7-1). Thus far there have been relatively few studies on the thermoelectric performance of 

bornite and further improvements in the thermoelectric performance may yet be achieved 

by utilising techniques to further increase the Seebeck coefficient of bornite.  
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Figure 7-1 – Highest reported ZT values at 550 K for mineral-type copper sulphide based 

thermoelectric materials. A table comparing the ZT max is available in the Table 

5-4.71,99,108,135,173,319,320 

This local maximum in the ZT is observed across the 2a → a transition and can be 

attributed to a minimum in the lattice thermal conductivity observed at ca. T = 550 K. 

Variable temperature neutron diffraction experiments have been used to extract the Debye 
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temperature of each structural phase and a minimum in this value is observed for the 

intermediate phase. This may be linked to the minimum in the lattice thermal conductivity 

but inelastic neutron scattering experiments would be needed to confirm whether there is 

indeed a change in the vibrational behaviour of bornite. 

7.4. Structural Observations in Tetrahedrite 

Tetrahedrite is a recently researched high-performance thermoelectric material which 

shows a low-temperature magnetic transition. The high-temperature structure of 

tetrahedrite has been studied extensively, but prior to this work the low-temperature 

structure had not been fully described. Previous variable temperature diffraction 

experiments had revealed evidence of a structural transition and the neutron diffraction 

experiments performed here intended to allow for low-temperature structure to be resolved. 

The experiment and the subsequent analysis of neutron diffraction data allowed for a 

successful characterisation of the low-temperature structure of tetrahedrite, as well as 

revealing that the low-temperature phase does not show any magnetic reflections. This, 

along with linear behaviour in the field-dependent magnetic susceptibility data suggested 

that tetrahedrite has a non-magnetically ordered ground state. Observations of copper-

copper interactions in the low temperature structure allowed for the assignment of the 

Cu(II) in the structure to be disordered over a Cu5
7+ pentameric cluster. This pentameric 

cluster occupies the cage of the sodalite framework and Hückel calculations performed by 

Dr. Paz Vaqueiro revealed a singlet ground state for this pentameric cluster. Therefore, 

revealing the origin of the non-magnetically ordered ground state. Following this new 

characterisation of the low-temperature structure and non-magnetic state, DFT calculations 

have allowed for an accurate characterisation of the ground state electronic structure of 

tetrahedrite for the first time.297 

7.5. Further Work 

The in-situ cell is now available as part of the user programme at the ISIS neutron facility, 

it can further contribute to the study of thermoelectric materials for any users who aim to 

perform diffraction experiments on the POLARIS and GEM diffractometers. No further 

development of the cell is required, as intended it provides an opportunity to study of the 

structure and electrical properties simultaneously in solid state materials. The work in this 

thesis has demonstrated that the goals envisioned for this project have been accomplished. 

A user manual and data-extraction python script are available in the e-appendix. 
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The diffraction experiments on the copper-rich chalcopyrite-type phase and the talnakhite 

type phase have provided novel magnetic structural data that might allow for 

characterisation of the magnetic phases within these materials. Given the time scale 

between collecting those data and presenting this thesis, a full description of the magnetic 

structure was not presented.  Future work will strive to uncover the origins of the magnetic 

behaviour through the collection of magnetic susceptibility data. Along with this a 

complete analysis of the magnetic scattering data will allow for the magnetic structure to 

be revealed. Further optimisation of the synthetic techniques will also need to be pursued 

in order to stabilise the mooihoekite phase; spark plasma sintering techniques could 

provide an effective method to stabilising this phase. Furthermore, a low-temperature DSC 

study of these materials could provide crucial information on the phase and magnetic 

behaviour. 

The resulting data from the PDF analysis of bornite revealed that with each structural 

phase transition, there is an increase in the number of short Cu-Cu interactions in the high-

temperature phase. Complementary 63Cu NMR spectroscopy experiments would be useful 

in observing the evolution of these copper environments. Analysis of such data might 

provide confirmation to the existence of these intermetallic bonding states. It will be 

important to confirm these observations before performing any DFT calculations as the 

Cu-Cu interactions will have a marked impact on the calculated band structure of the 

material.  

The neutron diffraction data collected on the chemically substituted samples of bornite, 

Cu4.96Fe0.98S4 and Cu5.08Fe0.92S4, revealed a change in the Debye temperature across each 

of the structural phase transitions. The extracted values of the Debye temperatures for each 

structural phase provided some preliminary insight into the possible origins of the 

minimum in the lattice thermal conductivity. Accompanying low temperature Cp data will 

be needed to extract more reliable values of ΘD and ΘE for each of the samples and 

contribute to validating the observations made here. 

The investigations into chemically substituted bornite samples led to improvements in the 

electrical transport properties. These are suspected to be driven by the formation of 

additional Cu(II) in the material. Near-edge absorption spectroscopy experiments would 

allow for confirmation of whether this species is forming. The deviation from ideal 

stoichiometry is also expected to change the concentration of charge carriers in bornite, 

Hall effect measurements would be useful in quantifying this change in charge carrier 
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concentration and provide further insight into the influence of the Cu:Fe:Va ratio in 

bornite. The thermal cycling shown here along with constant current stress tests in the 

literature demonstrate the electrical stability of bornite. Related Cu2S phases show fast ion 

conduction and ion migration across the sample, it would be useful to use impedance 

spectroscopy techniques to probe the ionic conductivity of bornite to investigate the effect 

of iron cations in reducing the mobility of copper in the structure. 

The electronic band structure calculations for the low temperature structure of tetrahedrite 

have now been presented in the literature resulting from the structural insights provided by 

the studies here. The neutron studies revealed a suppression of the rattling mode at low 

temperature. Collection of inelastic neutron scattering data at low- and high-temperature 

would allow us to probe the impact of this transition on the acoustic phonon branch.
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Appendix A. 

  

Perspective view of specific cation sites in argyrodite Cu8GeS6 (a) - cation (1) that forms 

the spinner; (b) – cation (2) that forms the Laves polyhedra; (c) - cation (3) which caps the 

triangular faces of the cage. Grey – Germanium; Yellow – sulphur; blue – copper cations. 

 

 

Crystallographic parameters determined from Riveteld analysis of neutron diffraction data 

collected at 400 K for a sample with composition Cu8GeS6 

Temperature 400 K      

Space group F-43m      

a/ Å = 9.94515(9)     

Name sym x y z Uiso/ Å
2

 SOF 

Ge(1) 4b 0.5 0.5 0.5 0.78(5) 1 

Cu(1) 16e 0.8897(8) 0.8897(8) 0.88968(80) 37(2)* 0.236(16) 

Cu(2) 24f 0.25 0.25 0.02700(23) 13(2)* 0.685(13) 

Cu(3) 48h -0.1587(6) -0.1587(6) 0.01288(203) 13(2)* 0.225(9) 

S(1) 4a 0 0 0 0.78(5) 1 

S(2) 4c 0.25 0.25 0.25 0.78(5) 1 

S(3) 16e 0.6243(4) 0.6243(4) 0.6243(4) 0.78(5) 1 

• * - isotropic equivalent of anisotropic displacement parameter 
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Appendix B. 

 

 

 

Full Rietveld refinement profiles from multi-bank refinements for the neutron diffraction 

data collected on Cu12Sb4S13 with the background subtracted; (a),(b) and (c) correspond to 

the diffraction data collected at 293 K for the 150°, 90° and 50° degree banks respectively. 

Black points – observed, Red line – calculated, Blue line – difference profile. Pink markers 

- 𝐼4̅3𝑚 phase of tetrahedrite and blue markers - 𝐼4̅2𝑚  phase of kuramite-type phase. 
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Appendix C. 

 

Observed powder X-ray diffraction pattern for the sample with composition CuFeS2 and 

the simulated diffraction pattern of the chalcopyrite-type phase. 

Appendix D. 
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Room-temperature neutron diffraction data from the 25° bank of POLARIS for the samples 

with chalcopyrite, talnakhite and mooihoekite type phases. The asterisk signifies 

predominant magnetic reflections. 
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Appendix E. 

Crystallographic parameters for the mixed phase mooihoekite-chalcopyrite type sample 

with composition Cu9Fe9S16 as determined from the Rietveld analysis of neutron 

diffraction data at 298 K 

Mooihoekite wt % 0.706(2)      

Space group P-42m      

 a/ Å 10.59115(18) c/ Å  5.37099(11)  

Name Sym. x y z Uiso/ Å2 SOF 

Cu(1) 4n 0.256189 0.256189 0.479934 0.0101(2) 1 

Cu(2) 4k 0.237604 0.5 0 0.0101(2) 0.1576 

Cu(3) 4i 0.251755 0 0 0.0101(2) 0.1576 

Cu(5) 1c 0 0 0.5 0.0101(2) 1 

Cu(6) 1b 0.5 0.5 0.5 0.0101(2) 0.8424 

Cu(7) 1d 0 0 0 0.0101(2) 0.8424 

S(1) 8o 0.113641 0.378684 0.244312 0.0028(1) 1 

S(2) 4n 0.123488 0.123488 0.755317 0.0028(1) 1 

S(3) 4n 0.375496 0.375496 0.773559 0.0028(1) 1 

Fe(2) 4k 0.237604 0.5 0 0.0101(2) 0.8424 

Fe(3) 4i 0.251755 0 0 0.0101(2) 0.8424 

Fe(4) 2f 0.5 0 0.5 0.0101(2) 1 

Fe(6) 1b 0.5 0.5 0.5 0.0101(2) 0.1576 

Fe(7) 1a 0 0 0 0.0101(2) 0.1576 

Fe(8) 1d 0.5 0.5 0 0.0101(2) 1 

Talnakhite wt% 0.293(2)      

Space group I-43m      

 a/ Å 10.61883(24)    

Name sym x y z Uiso/ Å2 SOF 

Fe(1) 2a 0 0 0 1.54(4) 1 

Cu(1) 12e 0.2571 0 0 1.54(4) 0.8355 

Fe(2) 12e 0.2571 0 0 1.54(4) 0.1645 

Cu(2) 12e 0.5 0.25 0 1.54(4) 0.1645 

Fe(3) 12e 0.5 0.25 0 1.54(4) 0.8355 

Cu(3) 8c 0.248682 0.248682 0.248682 1.54(4) 1 

Cu(4) 6b 0.5 0 0 1.54(4) 0.2492 

S(1) 8c 0.11787 0.11787 0.11787 0.281(14) 1 

S(2) 24g 0.12533 0.36384 0.36384 0.281(14) 1 

Overall Rwp/% 3.52 Rp/ % 4.78 

150 ° bank Rwp/% 3.33 Rp/ % 4.44 

90 ° bank Rwp/% 3.45 Rp/ % 4.35 

50 ° bank Rwp/% 3.94 Rp/ % 5.71 

 χ2 4.6  
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Appendix F. 

Crystallographic parameters for the sample with composition Cu9Fe9S16 as determined 

from the Rietveld analysis of the neutron diffraction data collected at 298 K. 

Temperature 298 K      

Space group I-43m      

a/ Å  10.59829(9)     

Name sym x y z Uiso/ Å2 SOF 

Fe(1) 2a 0 0 0 0.936(16) 1 

Cu(1) 12e 0.26656 0 0 0.936(16) 0.627(11) 

Fe(2) 12e 0.237819 0 0 0.936(16) 0.373(11) 

Cu(2) 12e 0.5 0.25 0 0.936(16) 0.373(11) 

Fe(3) 12e 0.5 0.25 0 0.936(16) 0.627(11) 

Cu(3) 8c 0.2537(5) 0.2537(5) 0.2537(5) 0.936(16) 1 

Cu(4) 6b 0.5 0 0 0.936(16) 0 

S(1) 8c 0.1280(9) 0.1280(9) 0.1280(9) 0.54(6) 1 

S(2) 24g 0.1147(8) 0.3758(5) 0.3758(5) 0.54(6) 1 

Overall Rwp/% 3.35 Rp/ % 5.05  

150 ° bank Rwp/% 3.26 Rp/ % 4.99 

90 ° bank Rwp/% 3.04 Rp/ % 4.57 

50 ° bank Rwp/% 3.99 Rp/ % 5.60 

 χ2 1.753  

 

  

Arrhenius plot of the electrical resistivity data for the sample with composition Cu9Fe9S16 
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Crystallographic parameters for the sample with composition Cu9Fe9S16 as determined 

from the Rietveld analysis of the neutron diffraction data collected at 680 K. 

Chalcopyrite 

phase 680 K      

Space group I-42d 

     Fraction 21.23(39) 

       

 a/ Å 5.3116(1) c/ Å = 10.462(1)  

Name Wycoff. x y z Uiso/ Å2 SOF 

Fe 4a 0 0 0 0.0253(8) 1 

Cu 4b 0 0 0.5 0.0253(8) 1 

S 8d 0.247817 0.25 0.125 0.0271(28) 1 

Intermediate 

cubic phase 

 

     

Space Group F-43m      

Fraction 0.76026      

a/ Å  5.3410(2)     

Name Wycoff. x y z Uiso/ Å2 SOF 

Fe(1) 4a 0 0 0 0.0345(5) 0.4615 

Cu(1) 4a 0 0 0.5 0.0345(5) 0.0389 

Cu(2) 4b 0 0 0 0.0345(5) 0.4599 

Fe(2) 4b 0 0 0.5 0.0345(5) 0.0395 

S(1) 4c 0.25 0.25 0.25 0.0272(5) 1 

Overall Rwp/% 3.81 Rp/ % 4.53 

 

150 ° bank Rwp/% 3.45 Rp/ % 4.17 

90 ° bank Rwp/% 3.26 Rp/ % 4.21 

50 ° bank Rwp/% 5.09 Rp/ % 5.24 

 χ2 6.996  
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Appendix G. 

 

Relative power factor, determined by dividing all values of S2σ(T) by S2σ425K, of the sample 

with chalcopyrite type structure and nominal composition Cu9Fe8S16. Electrical data 

collected from the in-situ cell. 

Appendix H. 

 

 

Top, middle and bottom: Seebeck coefficient; electrical resistivity and power factor. The 

temperature dependence of the electrical transport properties for the talnakhite-type sample 

with composition Cu9Fe9S16 as determined from measurements on the Linseis LSR-3.  
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Appendix I 

List of the mean bond distances and angles for each cation sites for the room temperature 

phase of bornite as determined from Rietveld analysis for three samples. The ‘trig.’ angles 

were determined using the 3 largest bond angles to show the sites were trigonal geometry 

is observed. 
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Appendix Ja 

 

PDF partials of the metal-metal distances in stoichiometric bornite at 300 K and averaged 

over all runs using calculation parameters i-a. Cu-Cu, M-M, Cu-Fe y-axis on the left; Fe-

Fe y axis on the right. 

 

PDF partials of the metal-metal distances in stoichiometric bornite at 300 K and averaged 

over all runs using calculation parameters ii-a. Cu-Cu, M-M, Cu-Fe y-axis on the left; Fe-

Fe y axis on the right. 
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PDF partials of the metal-metal distances in stoichiometric bornite at 300 K and averaged 

over all runs using calculation parameters ii-b. Cu-Cu, M-M, Cu-Fe y-axis on the left; Fe-

Fe y axis on the right. 
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Appendix Jb. 

 i-b SOFFe M(4) M(8) M(5) M(1) 

layer n0 i 0.09 0.99 0.27 0.74 

layer n0 ii 0.23 0.97 0.98 0.02 

layer n1/4 i 0.34 0.87 0.27 0.74 

layer n1/4 ii 0.07 1.00 0.44 0.18 

layer n1/2 i 0.82 0.77 0.81 0.04 

layer n1/2 ii 0.03 1.00 0.68 0.14 

layer n3/4 i 0.04 0.97 0.43 0.23 

layer n3/4 ii 0.28 0.85 0.83 0.02 

average 0.24 0.93 0.59 0.26 

     
 

ii-b  SOFFe M(4) M(8) M(5) M(1) 

layer n0 i 0.11 0.96 0.15 0.53 

layer n0 ii 0.25 0.84 0.93 0.04 

layer n1/4 i 0.73 0.96 0.86 0.01 

layer n1/4 ii 0.22 0.99 0.08 0.38 

layer n1/2 i 0.70 0.55 0.66 0.06 

layer n1/2 ii 0.02 0.98 0.46 0.17 

layer n3/4 i 0.02 0.99 0.65 0.53 

layer n3/4 i 0.52 0.46 0.95 0.12 

average 0.32 0.84 0.59 0.23 

 

Site occupancy factors determined from RMCprofile analysis for the tetrahedral sites in the 

space group P1 and which are equivalent to the M(1,4,5 and8) cation positions in the Pbca 

unit cell for: top – calculation parameters i-b; calculation parameters ii-b. The coloured 

boxes correspond to the low occupancy sites that appear in the ‘empty’ 1D channels. 
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Appendix K. 

 

PDF partials of the metal-metal distances in stoichiometric bornite at 500 K and averaged 

over all runs from using calculation parameters (i-a). Cu-Cu, M-M, Cu-Fe y-axis on the 

left; Fe-Fe y axis on the right. 

 

PDF partials of the metal-metal distances in stoichiometric bornite at 500 K and averaged 

over all runs from using calculation parameters (ii-a). Cu-Cu, M-M, Cu-Fe y-axis on the 

left; Fe-Fe y axis on the right. 

0

0.0001

0.0002

0.0003

0.0004

0.0005

0.0006

0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

0.009

0 1 2 3 4 5 6 7 8 9 10

G
(r

)

r/ Å

     Cu-Cu      Cu-Fe

M-M      Fe-Fe

0

0.0001

0.0002

0.0003

0.0004

0.0005

0.0006

0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

0.009

0 2 4 6 8 10

G
(r

)

r/ Å

     Cu-Cu      Cu-Fe

M-M      Fe-Fe



 

249 

 

 

PDF partials of the metal-metal distances in stoichiometric bornite at 500 K and averaged 

over all runs from using calculation parameters (iii-a). Cu-Cu, M-M, Cu-Fe y-axis on the 

left; Fe-Fe y axis on the right. 

 

PDF partials of the metal-metal distances in stoichiometric bornite at 500 K and averaged 

over all runs from using calculation parameters (ii-b). Cu-Cu, M-M, Cu-Fe y-axis on the 

left; Fe-Fe y axis on the right. 
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PDF partials of the metal-metal distances in stoichiometric bornite at 500 K and averaged 

over all runs from using calculation parameters using calculation parameters using 

calculation parameters using calculation parameters (iii-b). Cu-Cu, M-M, Cu-Fe y-axis on 

the left; Fe-Fe y axis on the right. 
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Appendix L. 

 

PDF partials of the metal-metal distances in stoichiometric bornite at 575 K and averaged 

over all runs from using calculation parameters (i-a). Cu-Cu, M-M, Cu-Fe y-axis on the 

left; Fe-Fe y axis on the right. 

 

PDF partials of the metal-metal distances in stoichiometric bornite at 575 K and averaged 

over all runs from using calculation parameters (ii-a). Cu-Cu, M-M, Cu-Fe y-axis on the 

left; Fe-Fe y axis on the right. 
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PDF partials of the metal-metal distances in stoichiometric bornite at 575 K and averaged 

over all runs from using calculation parameters (i-b). Cu-Cu, M-M, Cu-Fe y-axis on the 

left; Fe-Fe y axis on the right. 

Appendix M. 

 

PDF partials for the M-M distances over long r-range to show the disorder as a result of 

the 4a-2a transition. 
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Appendix N. 

Crystallographic parameters for the cation-poor bornite sample, Cu4.96Fe0.98S4, at 300 K 

determined from Rietveld analysis.  

Temperature/ K 300  

 

 

Space group 𝑃𝑏𝑐𝑎   

Lattice Parameters/ Å a/ Å 10.9417(8)  

 b/ Å 21.9010(10)  

 c/ Å 10.9390(7)  

S(all) Uiso/ Å
2 0.0001  

Cu,Fe(all) Uiso / Å
2 0.01942(13)  

Cu,Fe(1-8),S(all) SOF 1  

Wyckoff symbol – 8c all x y z SOF 

S(1) 0.0034(17) 0.0009(13) 0.2472(23)  

S(2) -0.0175(21) 0.2572(11) 0.2591(19)  

S(3) 0.2442(20) 0.1262(13) 0.2563(26)  

S(4) 0.2385(20) 0.0045(10) 0.4988(27)  

S(5) -0.0099(21) 0.1310(10) 0.5024(27)  

S(6) 0.0042(18) 0.1139(9) 0.0039(24)  

S(7) 0.2531(20) 0.1222(12) 0.7427(27)  

S(8) 0.2532(22) 0.2499(12) 0.4902(29)  

Cu(1) 0.1319(13) 0.0569(7) 0.3660(12)  

Cu(2) 0.1111(10) 0.0651(4) 0.6315(9)  

Cu(3) 0.3839(14) 0.0620(6) 0.3664(11)  

Fe(4) 0.3728(11) 0.0596(6) 0.6252(12)  

Fe(5) 0.1229(10) 0.1900(5) 0.3737(12)  

Cu(6) 0.1407(11) 0.1974(5) 0.6476(11)  

Cu(7) 0.3739(13) 0.1914(6) 0.3623(14)  

Cu(8) 0.3801(12) 0.1884(5) 0.6255(13)  

Cu(9) 0.1469(13) 0.0724(6) 0.8969(14) 0.883(11) 

Cu(10) 0.3312(12) 0.0854(6) 0.0826(14) 0.769(15) 

Cu(11) 0.1469(15) 0.1793(7) 0.1040(18) 0.708(17) 

Cu(12) 0.3738(13) 0.1861(7) 0.8879(14) 0.814(19) 

Cu(13) 0.0492(62) 0.1002(27) 0.2046(65) 0.117(11) 

Cu(14) 0.3409(56) 0.0765(25) 0.9015(55) 0.231(15) 

Cu(15) 0.1711(31) 0.1654(15) 0.9147(34) 0.292(17) 

Cu(16) 0.3729(56) 0.1820(23) 0.1206(58) 0.186(19) 

Overall Rwp/% 3.49 Rp/ % 6.12 

150 ° bank Rwp/% 3.51 Rp/ % 6.32 

90 ° bank Rwp/% 3.45 Rp/ % 5.36 

50 ° bank Rwp/% 3.55 Rp/ % 6.78 

 χ2 2.43  
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Crystallographic parameters for the 2a phase of cation-poor bornite sample, Cu4.96Fe0.98S4, 

at 498 K determined from Rietveld analysis. 

Space Group F23      

Temperature 498 K      

a/ Å = 10.98869(4)     

Name sym x y z Uiso/ Å SOF 

Cu(3t’) M(3) 16e 0.117(1) 0.117(1) 0.383(1) 0.0491(3) 0 

Cu(1) M(1) 16e 0.8760(4) 0.8760(4) 0.8760(4) 0.0491(3) 0.854(5) 

Cu(2)  M(2) 16e 0.8822(3) 0.8822(3) 0.618(3) 0.0491(3) 0.659(5) 

S(1) 4a 0 0 0 0.0163(3) 1 

S(2) 4b 0 0 0.5 0.0163(3) 1 

S(3) 24g 0.25 0.25 -0.0028(3) 0.0163(3) 1 

Cu(3t’’)M(3) 16e 0.1662(5) 0.1662(5) 0.3338(5) 0.0491(3) 0.304(4) 

Cu(4t’) M(4) 16e 1.1314(4) 1.1314(4) 1.1314(4) 0.0491(3) 0.521(4) 

Cu(4t’’) M(4) 16e 1.1774(9) 1.1774(9) 1.1774(9) 0.0491(3) 0.175(8) 

Fe(1) M(1) 16e 0.8760(4) 0.8760(4) 0.8760(4) 0.0491(3) 0.125 

Fe(2) M(2) 16e 0.8822(3) 0.8822(3) 0.618(3) 0.0491(3) 0.125 

Fe(3t’) M(3) 16e 0.117(1) 0.117(1) 0.383(1) 0.0491(3) 0.125 

Fe(4t’) M(4) 16e 1.1314(4) 1.1314(4) 1.1314(4) 0.0491(3) 0.125 

Overall Rwp/% 3.68 Rp/ % 5.63 

 

150 ° bank Rwp/% 3.57 Rp/ % 5.07 

90 ° bank Rwp/% 3.60 Rp/ % 4.53 

50 ° bank Rwp/% 3.98 Rp/ % 7.85 

 χ2 2.141  
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Crystallographic parameters for the a phase of the cation-poor bornite sample, 

Cu4.96Fe0.98S4, 565 K determined from Rietveld analysis. 

Space group F23      

Temperature 565 K      

Weight fraction 98.38(1)      

a/ Å = 5.50678(2)     

Name sym x y z Uiso/ Å SOF 

Cu(1t’) 4c 0.25 0.25 0.25 0.0533(4) 0.473(5) 

Cu(2t’) 4d 0.25 0.25 0.75 0.0533(4) 0.354(8) 

Fe(1t’) 4c 0.25 0.25 0.25 0.0533(4) 0.018(7) 

Fe(2t’) 4d 0.25 0.25 0.75 0.0533(4) 0.231(7) 

S 4a 0 0 0 0.0268(3) 1 

Cu(1t’’) 16e 0.328 0.633 0.633 0.0533(4) 0.080(2) 

Cu(2t’’) 16e 0.633 0.633 0.633 0.0533(4) 0.025(1) 

Chalcopyrite 

phase        

spacegroup Fm-3m      

a/ Å = 5.3030(8)     

Name sym x y z Uiso/ Å SOF 

Cu 4a 0 0 0 0.0327 1 

Fe 4b 0 0 0.5 0.0327 1 

S 8d 0.25 0.25 0.125 0.0327 1 

Overall Rwp/% 3.16 Rp/ % 4.80 

 

150 ° bank Rwp/% 3.33 Rp/ % 4.63 

90 ° bank Rwp/% 3.10 Rp/ % 3.81 

50 ° bank Rwp/% 3.01 Rp/ % 6.33 

 χ2 1.566  
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Appendix O.   

Crystallographic parameters for the copper-rich bornite sample, Cu5.08Fe0.92S4, at 330 K  

determined from Rietveld analysis 

Temperature/ K 330   

Space group Pbca wt % 96.4(2)  

a/ Å 10.9417(8) b/ Å 21.9010(1) c/ Å 10.9390(7) 

Wy. Sym. – 8c all x y z SOF Uiso / Å
2 

S(1) 0.0066(16) 0.0012(13) 0.2510(24) 1 6(1) ×10-5 

S(2) -0.0089(20) 0.2555(10) 0.2537(19) 1 6(1) ×10-5 

S(3) 0.2491(18) 0.1262(14) 0.2604(23) 1 6(1) ×10-5 

S(4) 0.2328(22) 0.0007(11) 0.5068(25) 1 6(1) ×10-5 

S(5) -0.0111(20) 0.1322(10) 0.4871(22) 1 6(1) ×10-5 

S(6) 0.0002(20) 0.1151(9) 0.0019(21) 1 6(1) ×10-5 

S(7) 0.2505(18) 0.1209(11) 0.7478(21) 1 6(1) ×10-5 

S(8) 0.2582(20) 0.2465(12) 0.4936(28) 1 6(1) ×10-5 

Cu(1) 0.1291(10) 0.0591(6) 0.3685(12) 1 0.0210(1) 

Cu(2) 0.1101(9) 0.0645(4) 0.6330(9) 1 0.0210(1) 

Cu(3) 0.3900(11) 0.0637(5) 0.3634(11) 1 0.0210(1) 

Fe(4) 0.3709(10) 0.0589(5) 0.6302(13) 1 0.0210(1) 

Fe(5) 0.1251(9) 0.1892(5) 0.3719(10) 1 0.0210(1) 

Cu(6) 0.1446(8) 0.1984(4) 0.6494(11) 1 0.0210(1) 

Cu(7) 0.3782(12) 0.1891(6) 0.3630(12) 1 0.0210(1) 

Cu(8) 0.3807(10) 0.1880(5) 0.6217(12) 1 0.0210(1) 

Cu(9) 0.147636 0.072083 0.899562 0.864(13) 0.0210(1) 

Cu(10) 0.334458 0.083282 0.08586 0.821(10) 0.0210(1) 

Cu(11) 0.151069 0.177889 0.098497 0.753(14) 0.0210(1) 

Cu(12) 0.373422 0.187015 0.890558 0.833(10) 0.0210(1) 

Cu(13) 0.133197 0.068661 0.118809 0.223(13) 0.0210(1) 

Cu(14) 0.380416 0.063189 0.878012 0.199(10) 0.0210(1) 

Cu(15) 0.183684 0.161306 0.916054 0.200(14) 0.0210(1) 

Cu(16) 0.302312 0.146219 0.066445 0.107(10) 0.0210(1) 

Chalcocite -like phase Space group Fm-3m wt % 3.6(2)  

a/ Å 5.5105(4)  

Label, Wy. Sym. x y z SOF Uiso/ Å
2 

S(1), 4a 0 0 0 1 0.0162(21) 

Cu(1), 8c 0.25 0.25 0.25 0.52 0.0162(21) 

Cu(2), 32f 0.339(3) 0.339(3) 0.339(3) 0.095 0.0162(21) 

Overall Rwp/% 3.64 Rp/ % 6.15  

150 ° bank Rwp/% 3.74 Rp/ % 6.18 

90 ° bank Rwp/% 3.54 Rp/ % 5.53 

50 ° bank Rwp/% 3.67 Rp/ % 6.92 

 χ2 2.639  
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Crystallographic parameters for the 2a phase of copper rich bornite sample, Cu5.08Fe0.92S4, 

at 475 K determined from Rietveld analysis. 

Space Group F23      

Temperature 475 K 

      Wt. Frac.  0.8821 

a/ Å = 10.97974(5) 
    

Name sym x y z Uiso/ Å SOF 

Cu(3t’) M(3) 16e 0.19529(119) 0.19529(119) 0.30471(119) 0.0435(3) 0.080(4) 

Cu(1) M(1) 16e 0.88031(30) 0.88031(30) 0.88031(30) 0.0435(3) 0.722(4) 

Cu(2)  M(2) 16e 0.87752(32) 0.87752(32) 0.62248(32) 0.0435(3) 0.875 

S(1) 4a 0 0 0 0.0185(3) 1 

S(2) 4b 0 0 0.5 0.0185(3) 1 

S(3) 24g 0.25 0.25 -0.00126(23) 0.0185(3) 1 

Cu(3t’’)M(3) 16e 0.15875(50) 0.15875(50) 0.34125(50) 0.0435(3) 0.381(4) 

Cu(4t’) M(4) 16e 1.12563(101) 1.12563(101) 1.12563(101) 0.0435(3) 0.168(9) 

Cu(4t’’) 

M(4) 16e 
1.15148(104) 1.15148(104) 1.15148(104) 

0.0435(3) 
0.225(4) 

Fe(1) M(1) 16e 0.88031(30) 0.88031(30) 0.88031(30) 0.0435(3) 0.125 

Fe(2) M(2) 16e 0.87752(32) 0.87752(32) 0.62248(32) 0.0435(3) 0.125 

Fe(3t’) M(3) 16e 0.12133(166) 0.12133(166) 0.37867(166) 0.0435(3) 0.125 

Fe(4t’) M(4) 16e 1.12563(101) 1.12563(101) 1.12563(101) 0.0435(3) 0.125 

chalcocite-

like        

space group Fm-3m      
weight 

fraction 11.08(3)      

a/ Å = 5.50976(25)     

Name sym x y z Uiso/ Å SOF 

S1 4a 0 0 0 0.0167(9) 1 

Cu1 8c 0.25 0.25 0.25 0.0167(9) 0.407(9) 

Cu2 32f 0.3377(10) 0.3377(10) 0.3377(10) 0.0167(9) 0.123(2) 

Overall Rwp/% 3.44 Rp/ % 5.35 

 

150 ° bank Rwp/% 3.37 Rp/ % 4.85 

90 ° bank Rwp/% 3.41 Rp/ % 4.59 

50 ° bank Rwp/% 3.60 Rp/ % 7.08 

 χ2 2.219  
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Crystallographic parameters for the a phase of the copper-rich bornite sample, 

Cu5.08Fe0.92S4, 565 K determined from Rietveld analysis. 

Space group F23      

Temperature 565 K      

Weight fraction 0.9400(4)      

a/ Å = 5.51688 (2)    

Name sym x y z Uiso/ Å SOF 

Cu(1t’) 4c 0.25 0.25 0.25 0.0533(4) 0.369(8) 

Cu(2t’) 4d 0.25 0.25 0.75 0.0533(4) 0.440(12) 

Fe(1t’) 4c 0.25 0.25 0.25 0.0533(4) 0.093(9) 

Fe(2t’) 4d 0.25 0.25 0.75 0.0533(4) 0.157(9) 

S 4a 0 0 0 0.0279(4) 1 

Cu(1t’’) 16e 0.330 0.330 0.330 0.0533(4) 0.080(3) 

Cu(2t’’) 16e 0.648 0.648 0.648 0.0533(4) 0.030(2) 

Chalcopyrite 

phase 
  

     

spacegroup Fm-3m      

a/ Å = 5.3010(2)    

Name sym x y z Uiso/ Å SOF 

Cu 4a 0 0 0 0.0327 1 

Fe 4b 0 0 0.5 0.0327 1 

S 8d 0.25 0.25 0.125 0.0327 1 

Overall Rwp/% 2.92 Rp/ % 2.84 

 

150 ° bank Rwp/% 2.96 Rp/ % 3.33 

90 ° bank Rwp/% 2.85 Rp/ % 2.30 

50 ° bank Rwp/% 2.99 Rp/ % 3.08 

 χ2 1.629  
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Appendix P. 
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Left: Electronic transport properties at a given temperature as a function of successive 

thermal cycling measurements for Cu4.972 Fe0.968S4. Right: Stacked plots of each individual 

measurement of Cu4.972 Fe0.968S4 in the thermal cycling sequence. Both: Top panel, 

resistivity; bottom panel, Seebeck coefficient. 


