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Abstract
Strongly coupled atmosphere–ocean data assimilation offers the ability to
improve information exchange across the modelled air-sea interface by enabling
observations in one domain to have a direct influence on the analysis in the
other. For incremental 4D-Var assimilation a strongly coupled approach enables
both domains to be updated at the beginning of the assimilation window,
whether they are observed or not, and is hence more likely to produce con-
sistent initial model states. This is made possible by the explicit inclusion of
cross-domain forecast error covariance information in the coupled forecast error
covariance matrix. In this study we use an idealised 1D single-column coupled
atmosphere–ocean model to examine the extent to which explicit cross-domain
forecast error covariances play a role in shaping the coupled analysis increments
compared to those implicitly generated in the inner-loop of the incremental for-
mulation of the 4D-Var algorithm. This is done via a set of single-observation
experiments with and without initial cross-domain forecast error covariances
prescribed. Using single observations allows us to obtain explicit expressions
for the atmosphere and ocean analysis updates, separating out the individual
effects of the explicitly prescribed and implicitly generated cross-domain covari-
ances. Our experiments show that when only one domain is observed, including
explicit cross-domain error covariances allows more consistent adjustment of
the unobserved domain. Neglecting the cross-domain terms and relying solely
on the covariances implicitly generated by the coupled tangent linear and adjoint
models restricts the ability of the covariance matrix to impose balance between
the two domains. In this case the coupling is essentially one-way; the update to
the observed domain is independent of the unobserved domain and so is likely to
produce atmosphere and ocean updates that are inconsistent with one another.
As we show, this has important consequences for the balance of the coupled
analysis state.
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1 INTRODUCTION

The potential benefits of coupled data assimilation (DA)
are well recognised and widely documented (e.g., Law-
less, 2012; Penny et al., 2017). The field is still relatively
young and methodologies being explored extend across
a range from (very) weakly to fully or strongly coupled.
In weakly coupled DA, the model–observation misfits
(the “innovations”) for each individual domain are mea-
sured against the coupled model forecast state but the
analysis is computed independently for each model com-
ponent; in strongly coupled DA, the individual compo-
nents of the Earth system are brought together and anal-
ysed within a single seamless assimilation framework.
Although the specific details of application and extent of
coupling vary, exploratory studies employing both varia-
tional (e.g., Lea et al., 2015; Smith et al., 2015; Fowler and
Lawless, 2016; Laloyaux et al., 2016) and ensemble (e.g.,
Frolov et al., 2016; Sluka et al., 2016) based approaches
have shown that coupled DA offers important advantages
over single-domain DA.

In weakly coupled atmosphere–ocean data assimila-
tion, the atmosphere and ocean model components only
directly interact during the coupled model forecast. There
is some indirect exchange of information via the innova-
tions, but the immediate impact of the observations is lim-
ited to the domain in which they reside. A consequence of
this is that the atmosphere and ocean analyses are likely to
be disjointed or unbalanced (Smith et al., 2015). An option
for increasing the level of coupling in incremental varia-
tional DA formulations is to perform multiple outer-loop
updates. Such an approach is used at the European Cen-
tre for Medium-Range Weather Forecasts (ECMWF) and
is termed “quasi-strongly coupled” DA (Laloyaux et al.,
2016). In a recent study, Laloyaux et al., (2018) compared
how closely this approach approximates a strongly coupled
ensemble Kalman filter (with coupled ensemble covari-
ances) via a series of single sea-surface temperature (SST)
observation experiments. They found that the implicit
outer-loop coupling method produced reliable estimates
of the coupled state, as measured by the reduction of
error in the surface air temperature estimate relative to a
specified truth state. However, because there was no cor-
rection to the initial surface air temperature field with this
approach, a long (at least 12 hr) assimilation window was
needed to allow initial imbalances in the atmosphere and
ocean increments to synchronize. The authors acknowl-
edge that, for assimilation systems using short windows,
explicit coupling may be more beneficial.

A key motivation for transitioning to fully or strongly
coupled atmosphere–ocean data assimilation is the abil-
ity to increase information exchange across the modelled
air–sea interface by enabling the atmosphere observations

to directly influence the ocean analysis and viceversa. For
variational methods that assimilate observations across a
given time window, a strongly coupled approach enables
both domains to be updated at the initial time, whether
they are observed or not, and is hence more likely to pro-
duce consistent initial model states. This is made possible
by the explicit inclusion of cross-domain forecast error
covariance information in the coupled forecast (or back-
ground) error covariance matrix B. The role of the matrix
B in determining the shape and size of the analysis incre-
ments in DA is well known and easily demonstrated (e.g.,
Kalnay, 2003; Bannister, 2008a). In particular, the forecast
error correlations govern how information contained in
the observations is spread throughout the model domain,
passing information from observed to unobserved vari-
ables (Johnson et al., 2005). Theoretically, the case for
using a strongly coupled approach is simple; where there
are significant non-zero cross-correlations between the
atmosphere and ocean model forecast errors, the strongly
coupled DA formulation allows us to account for these and
thus encourage consistency between the analysed atmo-
sphere and ocean model states. In practice, things are
less straightforward as the true structure of the coupled
error covariance matrix is unknown. Cross-domain error
covariances exist on multiple space- and time-scales and
vary with the dynamics of the situation being modelled,
and so constructing an appropriate representation of them
presents a significant challenge (e.g., Han et al., 2013; Lu
et al., 2015; Smith et al., 2017; Penny et al., 2017; Penny
et al., 2019).

Our initial work (described in Smith et al., 2015) using
an idealised 1D single-column coupled atmosphere–ocean
model and employing an incremental 4D-Var assimilation
algorithm found that, even when the prescribed matrix B
is assumed to be diagonal (i.e., the prior atmosphere and
ocean forecast errors are assumed to be univariate and
vertically uncorrelated), the strongly coupled incremen-
tal 4D-Var approach, which uses a fully coupled tangent
linear model, generally outperformed both the uncoupled
and weakly coupled formulations in terms of producing
more balanced initial analysis fields and reducing initial-
isation shock in subsequent forecasts. This is attributed
to the ability of the incremental 4D-Var algorithm to
implicitly generate forecast error covariances by evolving
B across the assimilation window to the time of each obser-
vation according to the tangent linear model dynamics
(Bannister, 2008a). A strongly coupled 4D-Var system can
therefore produce cross-domain forecast error covariances
between the atmosphere and ocean variables, even if they
are initially set to zero. The assumption of a diagonal B
is a great simplification; it is expected that the inclusion
of cross-domain information in the initial B matrix will
have further positive impact on the coupled assimilation in
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that it will enable greater information exchange between
atmosphere and ocean model components and thus allow
near-surface observations to be used to even greater effect.

In a follow-up to the work in Smith et al., (2015), we
used an ensemble of strongly coupled 4D-Var assimila-
tions to derive estimates of the atmosphere–ocean forecast
error cross-correlations for our system, comparing their
strength and structure between summer and winter
and between day and night (Smith et al., 2017). This
study found notable variation in the atmosphere–ocean
error cross-correlations within the near-surface
atmosphere–ocean boundary layer for different times of
day and year. These were explained using knowledge of
the underlying coupled model physics, external forcing
and known atmosphere–ocean feedback mechanisms.

The purpose of this paper is to examine the impact
of using the ensemble error correlations from Smith
et al., (2017) to explicitly prescribe non-zero a priori
cross-domain covariances between the atmosphere and
ocean forecast errors in a strongly coupled incremental
4D-Var assimilation, where the nonlinear, tangent lin-
ear and adjoint models are all fully coupled. In addition
to a fully coupled matrix Bfull, we also consider using a
block diagonal representation, Bdiag, in which the initial
cross-domain error covariances are assumed to be zero, but
full error covariances are prescribed for the atmosphere
and ocean domains. This allows us to examine the extent
to which the explicit cross-domain error covariances play
a role in shaping the analysis increments compared to
those implicitly generated by the incremental 4D-Var
algorithm. Our focus is on separating out the effects of
the explicit versus implicit cross-domain error covariances
within the inner-loop; therefore we do not additionally
investigate the correlations introduced by using multiple
outer-loop updates; all our experiments are run with only
one outer-loop.

This paper is organised as follows: in Section 2 we
introduce our 1D coupled atmosphere–ocean model sys-
tem and briefly describe the strongly coupled 4D-Var
approach, including implementation of the coupled fore-
cast error covariance matrices. Details of the experimental
design are given in Section 3. In particular we present
explicit expressions for the atmosphere and ocean analy-
sis increments for the special case of a single outer-loop
and direct observations taken at a single time point, and
explain how these will differ if we use B = Bdiag rather than
B = Bfull. Results are presented in Section 4, followed by a
summary and discussion in Section 5.

2 THE 1D COUPLED SYSTEM

In this section we provide a brief overview of our 1D
coupled model system; a complete description of the

atmosphere and ocean model components and strongly
coupled incremental 4D-Var assimilation algorithm is
given in Smith et al., (2015); this includes the model
equations and details of the model validation. The ensem-
ble methodology used to estimate the coupled forecast
error correlations is described in Smith et al., (2017),
together with a detailed discussion of the different interac-
tions between the atmosphere and ocean model variables
and their errors.

2.1 The model

The model comprises a streamlined version of the
European Centre for Medium-range Weather Forecasts
(ECMWF) single-column atmosphere model, which is
based on an early version of their Integrated Forecast Sys-
tem (IFS) code, coupled to a 1D mixed-layer ocean model
which was developed by the National Centre for Atmo-
spheric Science (NCAS) Centre for Global Atmospheric
Modelling (Woolnough et al., 2007) and is based on the
K-Profile Parametrization (KPP) vertical mixing scheme of
Large et al., (1994). The atmosphere model uses a hybrid
vertical coordinate with 60 unevenly spaced levels which
extend from the surface (∼10 m height) to 0.1 hPa with
the finest resolution in the planetary boundary layer. The
prognostic atmosphere model variables are temperature,
specific humidity, zonal and meridional winds. The ocean
model has 35 fixed levels which stretch from 1 to 250 m
depth with finest resolution in the top 25 m. The prog-
nostic ocean model variables are temperature, salinity,
zonal and meridional currents. The atmosphere and ocean
model components communicate at each time-step via the
exchange of SST and surface fluxes of heat, moisture and
momentum, as described in Smith et al., (2015).

2.2 Strongly coupled incremental
4D-Var data assimilation

The problem of variational data assimilation is to find the
initial model state such that the model forecast gives the
best fit to a set of observations distributed across a given
time window but at the same time staying close to an
a priori estimate (the initial “background” or “forecast”
state), and allowing for the uncertainty in each. The stan-
dard 4D-Var algorithm is formulated as the minimisation
of a nonlinear weighted least-squares cost function

J (x0) =
1
2
(
xb

0 − x0
)TB−1 (xb

0 − x0
)

+ 1
2

N∑
k=0

{yk − hk(xk)}TR−1
k {yk − hk(xk)} , (1)
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where x0 ∈ ℝn is the initial model state vector at t0, xk =
(tk, t0, x0) represents the model state at a given time tk,
where  is a nonlinear model operator, xb

0 ∈ ℝn is the
background state at t0, yk ∈ ℝrk represents a set of imper-
fect observations at times tk, k = 0, … ,N, hk ∶ ℝn → ℝrk

is a (generally) nonlinear observation operator, and B ∈
ℝn×n and Rk ∈ ℝrk×rk are the background (forecast) and
observation error covariance matrices respectively. The
minimising state (the “analysis”) is denoted xa; this state
should be consistent with both the observations and the
system dynamics.

The incremental 4D-Var formulation (Courtier et al.,
1994) replaces the nonlinear problem (Equation (1)) with
a sequence of linear least-squares problems by linearis-
ing about the current state estimate. Rather than search-
ing for the optimal initial state directly, it searches for
increments, 𝛿x0, to the initial background state esti-
mate, xb

0; this is done iteratively via a series of lin-
earised inner-loop quadratic cost function minimisations
and nonlinear outer-loop update steps (e.g., Lawless et al.,
2005). For strongly coupled incremental 4D-Var, the con-
trol vector, 𝛿x, contains both the atmosphere and ocean
prognostic variables; the observation vector can contain
both atmosphere and ocean observations and the coupled
model is used in both the inner- and outer-loops of the
incremental 4D-Var algorithm.

2.3 Coupled forecast error covariances

For a coupled system with 𝛿x =
(
𝛿xT

A , 𝛿xT
O
)T, where 𝛿xA

represents the atmosphere increment and 𝛿xO the ocean
increment, the fully coupled atmosphere–ocean forecast
error covariance matrix Bfull can be written as

Bfull =

(
BAA BAO

BT
AO BOO

)
∈ ℝn×n , (2)

where n = nA + nO is the dimension of the combined
atmosphere–ocean model state vector. The blocks
BAA ∈ ℝnA×nA and BOO ∈ ℝnO×nO are square matrices
representing the atmosphere and ocean state forecast
error covariances respectively. These blocks can be
further decomposed into sub-matrices containing the
auto-error covariances for individual variables and the
error cross-covariances between different variables within
the same fluid. The off-diagonal block BAO ∈ ℝnA×nO

contains the cross-covariances between errors in the
atmosphere and ocean state variables. If we assume that
these blocks are zero, we have

Bdiag =

(
BAA 0

0 BOO

)
∈ ℝn×n . (3)

Decomposing Bfull and Bdiag in this way allows us to see
how the atmosphere–ocean blocks contribute to the atmo-
sphere and ocean analysis increments, as we describe in
section 3.2.

In our system, the coupled forecast error covariance
matrices are implemented by using the control variable
transform (CVT) technique (Bannister, 2008b). The first
step is to decompose the matrix B (the procedure is the
same for both Bfull and Bdiag)

B = D1∕2CD1∕2 , (4)

where D1∕2 ∈ ℝn×n is a diagonal matrix of error standard
deviations, (with inverse D−1/2), and C ∈ ℝn×n is the fore-
cast error correlation matrix, with the same block structure
as in Equations (2) or (3). The assimilation problem is
then re-posed in terms of a new control vector, 𝛿v which is
related to the original incremental 4D-Var control vector,
𝛿x, via

𝛿x = D1∕2E 𝚲1∕2
𝛿v , (5)

and its inverse

𝛿v = 𝚲−1∕2ETD−1∕2𝛿x . (6)

Here E is a matrix containing the eigenvectors of C, and
𝚲 is a diagonal matrix of its eigenvalues. Note that since
C is symmetric, its eigenvectors are orthogonal, that is,
EET = I. Using the eigen-decomposition of C rather than
B gives us the freedom to vary the prescribed forecast error
standard deviations. The transform is designed such that
in 𝛿v coordinates, elements of the background state vector
are uncorrelated with each other and have unit variance.
This makes the incremental 4D-Var cost function minimi-
sation much simpler as B cancels from the background
term so that there is no longer an n-dimensional back-
ground error covariance matrix to invert; we now have (for
a single outer-loop)

J(𝛿v0) =
1
2
𝛿vT

0 𝛿v0 +
1
2

N∑
k=0

(dk − Hk 𝛿xk)T

× R−1
k (dk − Hk 𝛿xk)

= 1
2
𝛿vT

0 𝛿v0 +
1
2

N∑
k=0

(
dk − HkD1∕2E𝚲1∕2

𝛿vk
)T

× R−1
k

(
dk − HkD1∕2E𝚲1∕2

𝛿vk
)
, (7)

where dk = yk − hk(xb
k), and Hk ∈ ℝrk×n is the linearisa-

tion of the nonlinear observation operator hk.

3 EXPERIMENTS

A simple way to illustrate the role of the cross-domain
terms in Bfull is to consider a situation in which all
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observations are direct and taken at a single time point
within the assimilation window, that is, hk = H, where H
is a matrix of zeros and ones that picks out the element(s)
of the state vector that are being observed. In this case
the 4D-Var equations are greatly simplified, allowing us to
obtain explicit expressions for the atmosphere and ocean
analysis increments in terms of the blocks of Bfull. We begin
this section by describing the configuration of our exper-
iments, we then present the 4D-Var equations for each of
the different observing scenarios and explain how these
will differ if we use Bdiag rather than Bfull.

3.1 Configuration

We compare using a fully coupled matrix Bfull and a block
diagonal matrix Bdiag in three experiments:

(a) a single observation of the v-wind component is assim-
ilated at the lowest atmosphere model level, at the end
of the assimilation window;

(b) a single observation of the ocean temperature is assim-
ilated at the top level of the ocean model (i.e., the bulk
SST), at the end of the assimilation window; and

(c) cases (a) and (b) combined.

These are single-cycle identical-twin experiments with
a 12 hr assimilation window. The coupled model is
assumed to be perfect; the true initial state is a 24 hr cou-
pled model forecast from 0000 UTC on 1 December 2013,
valid at 0000 UTC on 2 December 2013. The initial data
for this forecast come from two separate products, the
ECMWF ERA Interim reanalysis (Dee et al., 2011) and the
Mercator Ocean reanalysis (Lellouche et al., 2013), and
so this initial 24 hr spin-up period is used to allow the
atmosphere and ocean states to come into balance. The ini-
tial background state is given by a second 24 hr coupled
model forecast from 0000 UTC on 1 December 2013, valid
at 0000 UTC on 2 December 2013, but initialised from per-
turbed data. The perturbed state is generated by adding
white Gaussian noise to the data used to forecast the true
initial state. The standard deviation of this noise was com-
puted from the variance of a time series of true coupled
forecast states over a 96 hr (4-day) period; this corresponds
to the duration of the cycled ensemble 4D-Var experiments
presented in Smith et al. (2017) and was chosen to allow
time for variations in the ocean to be captured. These vari-
ances were also used to set the background error variances
in D1/2 so that the DA system has knowledge of the actual
initial background error variances at the start of the assim-
ilation cycle. For the coupled forecast error correlation
matrix C, we use the December 0000 UTC ensemble error
correlations from Smith et al. (2017). We intentionally

chose a case where the cross-domain error correlations are
strong; in this winter case, greater turbulent heat fluxes
and a pronounced day–night contrast in the net heat flux
lead to a strong diurnal response and strong air–sea cou-
pling. Note that the raw ensemble correlation matrix had
zero eigenvalues and so was rank deficient; it was therefore
first re-conditioned using the method described in section
2.1 of Smith et al. (2018); no localisation was applied. For
the block diagonal error correlation matrix Cdiag, we sim-
ply zero out the off-diagonal atmosphere–ocean blocks,
CAO and COA, of the full error correlation matrix Cfull.

The observations are taken from the truth with random
noise added; the observation error variances are chosen so
that 𝜎2

y∕𝜎2
b = 0.1, where 𝜎2

y is the observation error vari-
ance and 𝜎2

b is the prescribed background error variance
at the observation location; this ensures that the assimi-
lation weights towards the observation(s) rather than the
background state and allows us to understand the influ-
ence of a good quality observation in terms of reducing
errors in the coupled state. Because we only assimilate one
or two observations, if we weight towards the background
state the observation(s) have little, if any, impact on the
analysis; consequently, the difference between the back-
ground and the analysis is minimal whether we include
explicit cross-domain covariances or not. Of course, in a
more realistic observing scenario, it would be appropriate
to experiment with different observation to background
error variance ratios. We assume in case (c) that the atmo-
sphere and ocean observation errors are uncorrelated, so
that the observation error covariance matrix R is a 2 × 2
diagonal matrix.

3.2 Single-observation experiments

When observations are direct and taken at a single time
tk > t0, the incremental 4D-Var cost function reduces to

J(𝛿x0) =
1
2
𝛿xT

0 B−1𝛿x0 +
1
2
(dk − H 𝛿xk)TR−1 (dk − H 𝛿xk) .

(8)
Equation (8) is minimised when

𝛿xa
0 = BMTHT(HMBMTHT + R)−1dk , (9)

where 𝛿xa
0 = xa

0 − xb
0 is the analysis increment at t0, and

M = M(tk, t0) is the tangent linear of the nonlinear model
operator (tk, t0, x0) that takes the model state from time
t0 to time tk. For a single observation, the quantities dk,
HMBMTHT and R in Equation (9) will all be scalar; if
we assume that the observation corresponds to the jth ele-
ment of the coupled model state vector, then BMTHT is
the jth column of BMT, and HMBMTHT is the diagonal
element (j, j) of the coupled forecast error covariance
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matrix evolved to the observation time tk. Further, if we
assume that B = Bfull and decompose B and M into blocks
(as shown in the Appendices), we can write the atmo-
sphere and ocean components of the coupled analysis
increment at t0 as:

(a) if j is an atmosphere point,

𝛿xa
A(t0) =

[
BAAMT

AA + BAOMT
AO

]
j

× dA

𝜎̃2
A + 𝜎2

yA
, (10)

𝛿xaO(t0) =
[
BT

AOMT
AA + BOOMT

AO
]

j

× dA

𝜎̃2
A + 𝜎2

yA
, (11)

where [⋅]j denotes the jth column of the given matrix,
𝜎2

yA is the atmosphere observation error variance, 𝜎̃2
A is

element (j, j) of the evolved atmosphere forecast error
covariance (Equation (A4)), and dA = (yA − xj).

(b) if j is an ocean point, it will correspond to element (j −
nA) of the individual ocean state vector, xO, and

𝛿xa
A(t0) =

[
BAAMT

OA + BAOMT
OO

]
j

× dO

𝜎̃2O + 𝜎2
yO

, (12)

𝛿xaO(t0) =
[
BT

AOMT
OA + BOOMT

OO
]

j

× dO

𝜎̃2O + 𝜎2
yO

, (13)

where 𝜎2
yO is the ocean observation error variance,

𝜎̃2O is element (j − nA, j − nA) of the evolved ocean
forecast error covariance matrix (Equation (A5)), and
dO = (yO − xj).

The cross-domain terms (those with subscript AO)
in Equations (10)–(11) enable the ocean to influence
how information from an atmosphere observation shapes
both the atmosphere and ocean increments. Similarly,
the cross-domain terms in Equations (12)–(13) enable the
atmosphere to influence how information from an ocean
observation shapes both the atmosphere and ocean incre-
ments.

If we have both a single atmosphere and a single ocean
observation corresponding to the ith and jth elements of
the model state vector respectively (and both at time tk), we
can write the atmosphere and ocean analysis increments
as (the Appendices give full details)

𝛿xa
A(t0) =

1
w̃
[
BAAMT

AA + BAOMT
AO

]
i

× ((𝜎̃2O + 𝜎2
yO) dA − 𝜎̃AOdO)

+ 1
w̃
[
BAAMT

OA + BAOMT
OO

]
j

× ((𝜎̃2
A + 𝜎2

yA) dO − 𝜎̃AOdA), (14)

𝛿xaO(t0) =
1
w̃
[
BT

AOMT
AA + BOOMT

AO
]

i

× ((𝜎̃2O + 𝜎2
yO) dA − 𝜎̃AOdO)

+ 1
w̃
[
BT

AOMT
OA + BOOMT

OO
]

j

× ((𝜎̃2
A + 𝜎2

yA) dO − 𝜎̃AOdA), (15)

where w̃ = (𝜎̃2
A + 𝜎2

yA)(𝜎̃
2
O + 𝜎2

yO) − 𝜎̃2
AO.

Comparing Equations (14)–(15) with (10)–(11) and
(12)–(13) shows that having observations of both the atmo-
sphere and ocean allows greater feedback between the
two components and therefore should promote greater
consistency between their analyses.

If we assume that B = Bdiag, then all BAO terms
in Equations (10)–(15) disappear; this means that the
ocean cannot influence the structure of the atmosphere
analysis increments at t0 when only the atmosphere is
observed (since only the BAAMAAT term remains in
Equation (10)), and the atmosphere cannot influence the
structure of the ocean analysis increments at t0 when
only the ocean is observed (since only the BOOMOOT

term remains in Equation (13)). In this case, the cou-
pling is essentially one-way; the update to the observed
domain is independent of the unobserved domain, mean-
ing that the atmosphere and ocean analysis states at t0
are unlikely to be consistent. As we show in Section 4.2,
this has important consequences for the balance of the
coupled initial analysis state and subsequent coupled
model forecast. However, we note that the ocean will
influence the amplitude of the atmosphere increments
by contributing to the evolved atmosphere forecast error
covariance (Equation (B3)) and the atmosphere will influ-
ence the amplitude of the ocean increments by con-
tributing to the evolved ocean forecast error covariance
(Equation (B4)). When both domains are observed, there
will still be two-way coupling with B = Bdiag, but the
consistency of the initial atmosphere and ocean incre-
ments will depend on the strength of coupling in the
linearised model and the structure of the single-domain
error covariances.

Comparing the results of experiments using Bfull with
those using Bdiag gives us an indication of the extent to
which the implicit cross-domain error covariances (terms
involving MAO or MOA) act to shape the analysis incre-
ments compared to those that are prescribed a priori.
Where the prescribed cross-domain covariances are small,
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or the air–sea coupling is weak, we would expect Bfull and
Bdiag to produce similar results.

4 RESULTS

In the following sections we present the results of the three
assimilation experiments described in Section 3.1, and
use the analysis equations derived in Section 3.2 together
with our knowledge of atmosphere–ocean feedback mech-
anisms within the coupled model to interpret the effects
we see. Results are shown for the bottom of the atmosphere
between ∼ 500 hPa and the surface, and for the top of the
ocean from the surface down to ∼ 100 m depth as these are
where the cross-domain error correlations were found to
be the strongest (Smith et al., 2017) and so most likely to
have an impact on the coupled analysis.

4.1 Implicit versus explicit
cross-covariances

We begin by discussing the results of experiment (a) in
which we assimilate a single atmosphere surface v-wind
observation; this is followed by experiment (b) with a sin-
gle ocean surface temperature observation and then exper-
iment (c) where the atmosphere surface v-wind and ocean
surface temperature observations are assimilated together.
In each case, we first consider the impact on the ocean
analysis increments followed by the atmosphere analysis
increments.

4.1.1 Single surface v-wind observation

Figures 1a,b show the ocean temperature analysis incre-
ments for Bfull and Bdiag when only a single observation of
the surface v-wind is assimilated. Although we show only
the increments for ocean temperature as an example, the
pattern of results is similar for all of the ocean state vari-
ables. Using the block-diagonal coupled error covariance
matrix Bdiag does not produce initial increments at t0 in
any of the ocean fields, although small increments are pro-
duced in the near-surface region throughout the rest of the
assimilation window (tk > t0) as a result of increments to
the initial atmosphere state. From Equation (11) we expect
the initial ocean increments to be proportional to a col-
umn of BOOMTAO; however, assumptions made in the
development of the tangent linear (TL) and adjoint model
codes mean that an observation of the v-wind can have no
influence on the initial ocean fields in this case, even if
multiple outer-loops are used. This is due to the fact that
perturbations to the diffusion coefficients are neglected in

the linearisation of the atmosphere–ocean vertical turbu-
lent flux parametrizations, resulting in the u and v winds
not depending on the ocean model variables in the TL
model. The result of this simplification is that

[
BOOMT

AO
]

j
will be zero when j corresponds to an atmosphere wind
component. This assumption is not uncommon in atmo-
sphere and ocean assimilation systems (e.g., Janisková
et al., (1999), Mahfouf (1999), Weaver et al., (2003)) and
is explained in more detail in section 3.2 of Smith et al.,
(2015). This result highlights an important point: the
extent to which a strongly coupled DA approach is able
to facilitate information transfer between the atmosphere
and ocean will depend on the complexity of the coupled
TL (and adjoint) model dynamics; feedback will obviously
be maximised by using an exact TL model in combination
with good quality estimates of the a priori cross-domain
forecast error covariances. Developing and maintaining
TL and adjoint models is non-trivial, especially when mod-
elling large geophysical systems where the underlying
physics are complex and the model code typically includes
highly nonlinear and/or non-differentiable functions. As a
result, the use of approximations in deriving TL models is
very common and an exact TL model is unlikely in prac-
tice. A potential solution may be to use accurate ensemble
approximations to the TL model (e.g., Bishop et al., 2017),
but we do not explore this here.

When the full matrix Bfull is used, the BTAO term
in Equation (11) is non-zero and so we get initial ocean
increments proportional to the jth column of the matrix
BTAOMTAA, and weighted by the sum of the observa-
tion error variance and the evolved surface v-wind forecast
error variance. The initial ocean temperature increment
is close to the surface, but this propagates down into the
mixed layer producing increments throughout the assim-
ilation window and appears to result in a perturbation to
the location of the mixed-layer depth at around 8–12 hrs,
as shown in Figure (1)a,b,c.

The initial increments to the atmosphere fields
are near-identical for Bfull and Bdiag, as illustrated in
Figure 2a,b for the atmosphere u-wind field. We show the
increments for the u-wind component as an example, but
the pattern of results is similar for all of the atmosphere
state variables and also for the derived wind-speed field.
Qualitatively it is difficult to see differences between the
increments across the whole of the assimilation window,
but they do exist. Although the differences are overall
small in magnitude ((10−3)), they become larger towards
the end of the window as the error covariances implicitly
evolve, as illustrated in Figure 2c. It is also worth noting
that the magnitude of the differences increases if multiple
outer-loops are used as a result of the nonlinear trajectory
update step. The reason for the increments being so similar
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F I G U R E 1 Ocean temperature analysis increments over a 12 hr assimilation window. (a, b, c) single surface v-wind observation,
(d, e, f) single SST observation, and (g, h, j) single surface v-wind observation and single SST observation, all assimilated at t = 12 hr.
Column (i) shows the results of using the full a priori forecast error covariance matrix B, column (ii) the block-diagonal a priori forecast error
covariance matrix B, and column (iii) the difference between columns (i) and (ii). The ocean mixed-layer depth varies from 7.30 m at t = 0 hr
to 70.95 m at t = 12 hr (these values are diagnosed from the truth trajectory)

in this case is that the term
[
BAOMT

AO
]

j in Equation (10) is
zero regardless of whether we are using Bfull or Bdiag; this
means that the ocean has no influence on the shape/struc-
ture of the atmosphere increments at t0. Instead, they are
determined by the structure of the atmosphere covariance[
BAAMT

AA
]

j. Again, this is due to the limitations of the TL
model as already discussed above.

4.1.2 Single SST observation

For the ocean fields, the differences between the initial
increments produced using Bfull versus Bdiag are smallest
when only a single SST observation is assimilated, particu-
larly for the ocean temperature and salinity. The profiles of
the ocean temperature analysis increment at t0 are shown
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F I G U R E 2 Atmosphere u-wind analysis increments over a 12 hr assimilation window. (a, b, c) single surface v-wind observation,
(d, e, f) single SST observation, and (g, h, j) single surface v-wind observation and single SST observation, all assimilated at t = 12 hr.
Column (i) shows the results of using the full a priori forecast error covariance matrix B, column (ii) the block-diagonal a priori forecast error
covariance matrix B, and column (iii) the difference between columns (i) and (ii). The approximate mean height of the atmospheric
boundary layer is 967 hPa (this value is diagnosed from the truth trajectory)

in Figure 3 but the same pattern of results is seen in
the differences across the whole of the assimilation win-
dow as shown in Figure 1f (note the colour scale). When
we use the block diagonal matrix, Bdiag, the cross-domain
term

[
BT

AOMT
OA

]
j in Equation (13) disappears and so this

result tells us that the contribution from this term must be
small in the Bfull case; instead the ocean covariance term,

[
BOOMT

OO
]

j, is dominating the structure of the ocean incre-
ments, particularly for the ocean temperature and salinity.
The differences are more obvious for the u and v currents
but are still small compared to the other observation cases
(not shown). The near-surface cross-domain error correla-
tions are slightly stronger for the currents, which suggests
a greater loss of information when the BAO are ignored.
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F I G U R E 3 Ocean temperature analysis increments at t0. (a) single surface v-wind observation, (b) single SST observation, and (c)
single surface v-wind observation and single SST observation, all assimilated at t = 12 hr. Black line: full a priori forecast error covariance
matrix B; Grey line: block-diagonal a priori forecast error covariance matrix B.

The atmosphere u-wind analysis increments are
completely different in the single SST observation case
compared to the single surface v-wind observation case
(compare top and middle rows in Figure 2); the increments
themselves are smaller in magnitude, but the differences
between using Bfull and Bdiag are much larger (a maxi-
mum of ∼1 K difference for temperature, and 1.5 m⋅s−1

for winds). In the Bdiag case, the ocean is only able to
influence the initial atmosphere analysis increments via
the term

[
BAAMT

OA
]

j in Equation (12). Equation (12)
also tells us that the difference in the initial increments
when using Bfull compared to Bdiag will be proportional
to

[
BAOMT

OO
]

j. The large differences in this experiment
imply that the evolved a priori cross-domain error covari-
ances are enabling the ocean to have a greater influence on
the shape of the atmosphere increments across the whole
assimilation window. Indeed, our previous study (Smith
et al., 2017) found that the wind speed–ocean tempera-
ture error correlations are particularly strong and positive
throughout the atmospheric boundary layer (ABL) for this
case. These correlations then switch to negative above the
ABL, which would explain the change in sign of the dif-
ferences at around 850 hPa. Errors in surface wind speed
enhance the magnitude of errors in the latent and sensi-
ble heat fluxes, which in turn drive errors in near-surface
temperature.

The results of these two single-observation experi-
ments suggest that, when only a single domain is observed,
the impact of including a priori cross-domain forecast

error covariances (versus BAO = 0) is mostly seen in the
unobserved domain; any differences seen in the anal-
ysis increments of the observed domain are compara-
tively small since here the spreading of the observa-
tional information is mainly driven by the single-domain
covariances and adjoint model dynamics. The analysis
equations derived in Section 3.2 suggest that the excep-
tion to this will be fields where there is strong cou-
pling in the TL and adjoint models and/or the prescribed
error cross-correlations are particularly strong. With-
out explicit cross-domain error covariances, the updates
in the unobserved domain rely on cross-domain error
covariances implicitly generated by the TL model; this
limits the adjustments that can be made and hinders
the ability of the matrix B to impose balance between
the two domains. We see an example of this in the
ocean temperature and salinity fields, as we discuss
in Section 4.2.

4.1.3 Surface v-wind and SST
observations combined

When both the atmosphere and ocean are observed,
the analysis increments are essentially a weighted
combination of the individual observation cases (com-
pare Equations (10) and (12) with Equation (14), and
Equations (11) and (13) with Equation (15)). As in the pre-
vious single-observation experiments, when using Bdiag
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F I G U R E 4 Atmosphere u-wind analysis increments at t0. (a) single surface v-wind observation, (b) single SST observation, and (c)
single surface v-wind observation and single SST observation, all assimilated at t = 12 hr. Black line: full a priori forecast error covariance
matrix B; Grey line: block-diagonal a priori forecast error covariance matrix B. Note that in (a) the grey and black lines are coincident

we lose all the BAO terms from the update equations and
instead rely on the implicitly generated cross-covariances
to determine the influence of the atmosphere observation
on the ocean analysis, and vice versa. However, because
of the simplifications in the TL model, as discussed in
Section 4.1.1, the implicit cross-domain term in the initial
ocean update (term

[
BOOMT

AO
]

i in Equation (15)) is zero
for this case; this means that when B = Bdiag the structure
of the initial ocean analysis increments is proportional to[
BOOMT

OO
]

j and therefore determined solely by the ocean
covariances and adjoint model dynamics. Comparing this
with the update equation for the single ocean observation
case (Equation (13) where the BAO term is neglected)
tells us that the structure of the initial ocean increments
will be the same as in the single-SST observation exper-
iment, although here the surface v-wind observation
will have some influence on the scaling via its contribu-
tion to the weighting term. This result is illustrated in
Figure 3, which shows the profiles of the analysis incre-
ments at t0 for ocean temperature for each of the different
experiments (compare the grey lines in Figure 3b and c).
Comparing Figures 3a, b and c shows how using B = Bfull

allows the surface v-wind observation to alter the structure
of the initial ocean analysis increments in combina-
tion with the SST observation. Even without referring to
Equation (15), the amalgamation of the individual effects
of the SST and surface v-wind observations is quite clear;
this is also true across the rest of the assimilation window
(Figure 1a,d,g).

For the atmosphere, the differences in the increments
when using Bfull versus Bdiag are perhaps less obvious.
When B = Bdiag, the ocean is still able to influence the
shape of the initial atmosphere increments via the term[
BAAMT

OA
]

j. Figure 4 shows the profiles of the analysis
increment profiles at t0 for the atmosphere u-wind for
each of the different observation experiments; comparing
the structure of the initial increments for this case
(Figure 4c) against those for the single-observation exper-
iments (Figure 4a,b) shows that the contribution from the[
BAAMT

OA
]

j term is small and it is the atmosphere covari-
ance term

[
BAAMT

AA
]

i that is having the most influence on
the shape of the initial atmosphere increments in this case.
It is easier to see the differences between the atmosphere
increments produced using Bfull versus Bdiag across the
rest of the assimilation window (Figure 2); in both cases
the analysis increments are closest in structure to the sin-
gle surface v-wind observation experiment (compare top
and bottom rows). However, comparing the differences
(Figure 2 column (iii)) for each of the different observa-
tion experiments shows that the differences in this double
observation experiment are actually most similar in mag-
nitude and structure to the single-SST observation case.
This indicates that using Bfull enables the SST observation
to have a greater impact on the atmosphere analysis.

This experiment has demonstrated how using a full
matrix Bfull allows the atmosphere and ocean observations
to work in synergy; as we see in the next section, this has
a positive impact on the balance of the system.
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F I G U R E 5 Ocean temperature analysis errors over a 12 hr assimilation window. (a, b, c) single surface v-wind observation, (d, e, f)
single SST observation, and (g, h, j) single surface v-wind observation and single SST observation, all assimilated at t = 12 hr. (i) shows
background errors for all three experiments, column (ii) the full a priori forecast error covariance matrix B, column (iii) the block-diagonal
a priori forecast error covariance matrix B, and column (iv) the difference between (ii) and (iii). The ocean mixed-layer depth varies from
7.30 m at t = 0 hr to 70.95 m at t = 12 hr (these values are diagnosed from the truth trajectory)

4.2 Balance

A key motivation for coupled DA is the potential to pro-
duce more consistent initial atmosphere and ocean model
states for use in coupled forecasting. Figure 5(i) shows
that the background state used in our experiments is such
that an error develops in the gradient of the ocean tem-
perature profile around the mixed-layer depth approxi-
mately 7–8 hr into the control forecast. The same effect
is also seen in the background ocean salinity profile (not
shown). Figure 1 column (i), showing the ocean temper-
ature analysis increments over the assimilation window,
and Figure 5 column (ii), showing the ocean tempera-
ture analysis errors over the assimilation window, reveal
how with B = Bfull the assimilation is able to correct this
error and bring the temperature gradient back in line

with the truth by producing opposing positive and neg-
ative increments at between 50 m and 75 m depth (the
pattern of results for salinity are similar but not shown).
The crucial point here is that the correction is actually
being produced by the assimilation of the surface v-wind
observation rather than the SST observation (compare
Figures 1a,d,g). In Smith et al., (2017), we found that there
was a strong (but opposing) error correlation between
wind speed and ocean temperature and wind speed and
salinity in the atmosphere–ocean boundary layer for the
December 0000 UTC test case. Explicitly including this
information in the matrix B enables the coupled algorithm
to maximise the use of the v-wind observation. Assimilat-
ing both the v-wind and SST observations together further
improves the temperature and salinity analyses through-
out the whole of the mixed layer.
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As previously explained, the assimilation of the surface
v-wind has no impact on the structure of the initial ocean
increments when B = Bdiag is used (Figure 3a). Here, the
implicit cross-domain error covariances are not enough to
balance the initial atmosphere and ocean increments, and
so the errors in the background temperature and salin-
ity profiles persist in the analyses (Figure 5b,e,h). The
difference between the results using Bfull versus Bdiag for
this case tells us that the prescribed cross-domain error
covariances are playing a key role in ensuring that the
atmosphere and ocean analysis fields are consistent with
each other.

5 SUMMARY AND DISCUSSION

A key motivation for strongly coupled atmosphere–ocean
DA is the ability to improve information exchange
across the modelled air–sea interface by enabling obser-
vations in one domain to have a direct influence on
the analysis in the other. In variational DA this infor-
mation exchange can be maximised by specification of
a priori cross-domain forecast error covariances. How-
ever, constructing an appropriate representation of these
cross-domain forecast error covariances presents a signif-
icant challenge. A potential option is to ignore them and
rely on the implicit covariances generated by the 4D-Var
algorithm; this could be viewed as a way of transition-
ing from weakly or quasi-strongly coupled approaches
which use independent error covariance matrices for each
domain.

In this study we have used an idealised strongly
coupled incremental 4D-Var framework to compare the
impact of using a fully coupled matrix, B = Bfull, with
explicitly prescribed atmosphere–ocean forecast error
covariances, against a block diagonal representation, B =
Bdiag, in which the initial cross-domain forecast error
covariances are assumed to be zero, but full error covari-
ances are prescribed for the individual atmosphere and
ocean domains. Single-observation, identical-twin, exper-
iments were used in order to allow us to obtain explicit
expressions for the individual atmosphere and ocean
incremental 4D-Var analysis updates. This allows us to
demonstrate the mechanisms by which strongly coupled
4D-Var allows the atmosphere and ocean to interact by
separating out the individual effects of the explicitly pre-
scribed and implicitly generated cross-domain forecast
error covariances. Although we present results for par-
ticular examples, the equations we derive for the cou-
pled analysis updates are not specific to our coupled
model system; these equations, and the conclusions we
draw from them, apply generally irrespective of any

approximations made within the coupled TL and adjoint
models.

Our experiments have shown that, when only one
domain is observed, including explicit cross-domain fore-
cast error covariances mostly impacts the unobserved
domain. When the a priori cross-domain covariances,
BAO, are set to zero, the structure of the initial analysis
increments in the observed domain are solely determined
by its individual covariance and TL model dynamics and
therefore take no account of the coupled model dynamics.
The initial increments in the unobserved domain rely on
the implicitly generated cross-domain error covariances
which in turn depend on the strength of coupling in the
linearised model. This restricts the ability of the matrix
B to impose balance between the two domains and so is
unlikely to produce atmosphere and ocean updates that
are consistent with one another. Further, for our sys-
tem, limitations of the coupled TL model mean that a
single surface v-wind observation is unable to produce
any adjustment to the initial ocean state when BAO =
0. This result highlights the fact that the ability of the
strongly coupled 4D-Var algorithm to implicitly generate
cross-domain covariance information will potentially be
restricted by approximations made in the development of
the TL and adjoint models. When a full matrix B = Bfull

is used, the single-domain terms still dominate the ini-
tial analysis increments in the observed domain, but the
prescribed cross-domain forecast error covariances allow
more consistent adjustments to the unobserved domain.
In particular, we found that a single surface v-wind obser-
vation was able to correct errors in the ocean temperature
and salinity fields that a single SST observation could not.
Additionally, when both the atmosphere and ocean obser-
vations were assimilated simultaneously, the matrix Bfull

allowed the observations to work together to reduce the
errors in these fields and improve the consistency of the
coupled system.

The analysis update equations derived in Section 3.2
suggest that, if both domains are observed, a block diag-
onal B = Bdiag may be sufficient when the coupling in
the linearised model is strong and the prescribed forecast
error covariances of the individual components are con-
sistent with the coupled background state. If only a single
domain is observed, using B = Bdiag will always lead to a
loss of information; in this case the coupling is essentially
one-way due to the unobserved domain being unable to
influence the structure of the increments in the observed
domain and so is unlikely to produce a balanced coupled
initial state. Unless the true BAO are small (in which case
a coupled DA approach may not be necessary anyway),
using a fully coupled matrix B will always offer the greatest
potential gains.
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It is perhaps unfair to measure the differences between
these two approaches in terms of their analysis errors
when only assimilating at a single observation time.
However, these experiments have given a useful insight
into how the presence (or absence) of a priori cross-domain
error covariances can influence the interaction between
two domains, and in turn the structure of the coupled
analysis increments, in different observing scenarios. Ulti-
mately the quality of the strongly coupled 4D-Var analyses
will rely on the quality of the definition of the a priori
cross-domain covariances and the exactness of the lin-
earised model dynamics.

Current operational uncoupled DA systems have seen
years of development and tuning and so naturally it
will take time for coupled DA systems to mature to the
same level. Our simple experiments confirm that there
are clear benefits to be gained from a strongly coupled
approach; the important thing now is to ensure that cur-
rent research efforts are maintained so that these bene-
fits can eventually be realised in real-world operational
applications.
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APPENDICES

A. Full matrix B

By using the block form of M

M =

(
MAA MAO

MOA MOO

)
(A1)

and block form of B (given by Equation (2)), we can write

BMT =(
BAAMT

AA + BAOMT
AO BAAMT

OA + BAOMT
OO

BT
AOMT

AA + BOOMT
AO BT

AOMT
OA + BOOMT

OO

)
, (A2)

and

MBMT =

(
B̃AA B̃AO

B̃T
AO B̃OO

)
, (A3)

where

B̃AA =
(
MAABAAMT

AA + MAOBOOMT
AO

)
+
(
MAABAOMT

AO + MAOBT
AOMT

AA
)
, (A4)

B̃OO =
(
MOABAAMT

OA + MOOBOOMT
OO

)
+
(
MOABAOMT

OO + MOOBT
AOMT

OA
)
, (A5)

B̃AO =
(
MAABAAMT

OA + MAOBOOMT
OO

)
+
(
MAABAOMT

OO + MAOBT
AOMT

OA
)
. (A6)

For two observations, one atmosphere yA, and one ocean
yO, corresponding to the ith and jth elements of the cou-
pled model state vector respectively we have

BMTHT

=

([
BAAMT

AA + BAOMT
AO

]
i

[
BAAMT

OA + BAOMT
OO

]
j[

BT
AOMT

AA + BOOMT
AO

]
i

[
BT

AOMT
OA + BOOMT

OO

]
j

)

∈ ℝ(n×2), (A7)

where [⋅]i and [⋅]j denote the ith and jth columns respec-
tively,

HMBMTHT + R

=

(
𝜎̃2

A + 𝜎2
yA 𝜎̃AO

𝜎̃AO 𝜎̃2
O + 𝜎2

yO

)
∈ ℝ(2×2), (A8)

where 𝜎̃2
A is the evolved atmosphere forecast error vari-

ance of the ith element of the model state vector (this
is entry (i, i) of B̃AA), 𝜎̃2

O is the evolved ocean forecast
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error variance of the jth element of the model state vec-
tor (this is entry (j − nA, j − nA) of B̃OO) and 𝜎̃2

AO is the
evolved atmosphere–ocean forecast error cross-covariance
between points i and j (this is entry (i, j − nA) of B̃AO), and

(
HMBMTHT + R

)−1

= 1
w̃

(
𝜎̃2

O + 𝜎2
yO −𝜎̃AO

−𝜎̃AO 𝜎̃2
A + 𝜎2

yA

)
, (A9)

where w̃ = (𝜎̃2
A + 𝜎2

yA)(𝜎̃
2
O + 𝜎2

yO) − 𝜎̃2
AO. This gives

(
HMBMTHT + R

)−1d

= 1
w̃

(
(𝜎̃2

O + 𝜎2
yO) dA − 𝜎̃AOdO

(𝜎̃2
A + 𝜎2

yA) dO − 𝜎̃AOdA

)
, (A10)

where dA = yA − xi and dO = yO − xj.
The atmosphere and ocean analysis increments at time

t0 can be written as

𝛿xa
A(t0) =

1
w̃
[
BAAMT

AA + BAOMT
AO

]
i

× ((𝜎̃2
O + 𝜎2

yO) dA − 𝜎̃AOdO)

+ 1
w̃
[
BAAMT

OA + BAOMT
OO

]
j

× ((𝜎̃2
A + 𝜎2

yA) dO − 𝜎̃AOdA), (A11)

𝛿xaO(t0) =
1
w̃
[
BT

AOMT
AA + BOOMT

AO
]

i

× ((𝜎̃2
O + 𝜎2

yO) dA − 𝜎̃AOdO)

+ 1
w̃
[
BT

AOMT
OA + BOOMT

OO
]

j

× ((𝜎̃2
A + 𝜎2

yA) dO − 𝜎̃AOdA). (A12)

B. Block diagonal matrix B

If we set BAO = 0, Equations (A2) and (A3) reduce to

BMT =

(
BAAMT

AA BAAMT
OA

BOOMT
AO BOOMT

OO

)
(B1)

and

MBMT =

(
B̂AA B̂AO
B̂TAO B̂OO

)
, (B2)

where

B̂AA =
(
MAABAAMT

AA + MAOBOOMT
AO

)
, (B3)

B̂OO =
(
MOABAAMT

OA + MOOBOOMT
OO

)
, (B4)

B̂AO =
(
MAABAAMT

OA + MAOBOOMT
OO

)
. (B5)

Again, if we have a single atmosphere observation yA, and
a single ocean observation yO, corresponding to the ith and
jth elements of the coupled model state vector respectively,
we have

BMTHT =

( [
BAAMT

AA
]

i

[
BAAMT

OA
]

j[
BOOMT

AO
]

i

[
BOOMT

OO
]

j

)

∈ ℝ(n×2), (B6)

and

HMBMTHT + R =

(
𝜎̂2A + 𝜎2

yA 𝜎̂AO

𝜎̂AO 𝜎̂2
O + 𝜎2

yO

)

∈ ℝ(2×2), (B7)

(
HMBMTHT + R

)−1 = 1
ŵ

(
𝜎̂2

O + 𝜎2
yO −𝜎̂AO

−𝜎̂AO 𝜎̂2A + 𝜎2
yA

)
,

(B8)

(
HMBMTHT + R

)−1d= 1
ŵ

(
(𝜎̂2

O + 𝜎2
yO) dA − 𝜎̂AOdO

(𝜎̂2
A + 𝜎2

yA) dO − 𝜎̂AOdA

)
,

(B9)

where 𝜎̂2A is entry (i, i) of the evolved atmosphere fore-
cast error covariance B̂AA (Equation (B3)), 𝜎̂2

O is entry (j −
nA, j − nA) of the evolved ocean forecast error covariance
B̂OO (Equation (B4)), 𝜎2

AO is entry (i, j − nA) of the evolved
atmosphere–ocean forecast error cross-covariance B̂AO
(Equation (B5)), and ŵ = (𝜎̂2A + 𝜎2

yA)(𝜎̂
2
O + 𝜎2

yO) − 𝜎2
AO.

In this case, the atmosphere and ocean analysis incre-
ments at time t0 are

𝛿xa
A(t0) =

1
ŵ
[
BAAMT

AA
]

i((𝜎̂
2
O + 𝜎2

yO) dA − 𝜎̂AOdO)

+ 1
ŵ
[
BAAMT

OA
]

j((𝜎̂
2A + 𝜎2

yA) dO

− 𝜎̂AOdA), (B10)

𝛿xaO(t0) =
1
ŵ
[
BOOMT

AO
]

i((𝜎̂
2
O + 𝜎2

yO) dA − 𝜎̂AOdO)

+ 1
ŵ
[
BOOMT

OO
]

j((𝜎̂
2A + 𝜎2

yA) dO

− 𝜎̂AOdA). (B11)


