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Abstract

A review of the experimental protocol and motivation for DYAMOND, the first intercomparison project of global
storm-resolving models, is presented. Nine models submitted simulation output for a 40-day (1 August–10
September 2016) intercomparison period. Eight of these employed a tiling of the sphere that was uniformly less than
5 km. By resolving the transient dynamics of convective storms in the tropics, global storm-resolving models remove
the need to parameterize tropical deep convection, providing a fundamentally more sound representation of the
climate system and a more natural link to commensurately high-resolution data from satellite-borne sensors. The
models and some basic characteristics of their output are described in more detail, as is the availability and planned
use of this output for future scientific study. Tropically and zonally averaged energy budgets, precipitable water
distributions, and precipitation from the model ensemble are evaluated, as is their representation of tropical cyclones
and the predictability of column water vapor, the latter being important for tropical weather.

Keywords: Climate modeling, Model intercomparison project, Tropical convection, Convective parameterization

Introduction
About 20 years ago, Taroh Matsuno proposed to develop
a global non-hydrostatic model as a demonstrator project
for the Earth Simulator, a Japanese supercomputer that
was being developed to be the most powerful of the
world at that time (Matsuno 2016). His idea was to pro-
vide a tropical analogue to the mid-latitude numerical
experiments of Phillips (1956) and Smagorinsky (1963)—
one that could resolve the transient dynamics of tropi-
cal deep convection, and its various forms of organiza-
tion. Doing so required a global grid, and a formulation
of the governing equations, that would permit motions
on scales of 5 km. Such approaches, long common
place on smaller domains1, became conceivable globally
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1Max Planck Institute for Meteorology, Bundesstraße 53, 20146, Hamburg,
Germany
Full list of author information is available at the end of the article

1By the early 2000s, approaches pioneered by Cotton and Tripoli (1978) and
Klemp and Wilhelmson (1978) had become operational (Saito et al. 2007).

with the ambitious development of the Earth Simulator
(Satoh et al. 2005). These efforts bore fruit, in the form
of new numerical methods (Tomita et al. 2001; Tomita
and Satoh 2004) and the first ever aqua-planet simula-
tions using a global non-hydrostatic model called NICAM
(Tomita et al. 2005; Satoh et al. 2008; Satoh et al. 2014).
NICAM, which has since been applied to more realistic
planetary configurations and a great variety of questions
(see reviews by Satoh et al. 2017, 2018, 2019), demon-
strated the ability of a model to use unfiltered equations
of atmospheric motion, on a global domain, to represent
convective storms in the tropics as a component of the
general circulation.
In the years since the introduction of NICAM, a

small number of groups initiated similar efforts to use
the continuing growth in computational capacity (e.g.,
Putman and Suarez (2011)) to enable the simulation of
the atmospheric general circulation on non-hydrostatic
domains (Satoh et al. 2019). These groups, coming from
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different modeling traditions—weather prediction, data
assimilation, mesoscale meteorology, and climate sci-
ence, shared a common purpose. By explicitly simulating
how small and intermediate scales of motions couple to
large-scale circulation systems, they sought to circumvent
considerable, and seemingly intractable, problems arising
from parameterizations—particularly of deep convection
(Randall et al. 2003; Stevens and Bony 2013). Mod-
els with this capacity—which we call global storm-
resolving models (or GSRMs)—are providing the foun-
dation for a new generation of weather and climate
models. Their use will shine welcome new light on
long-standing questions, such as how tropical rainbands,
or other patterns of weather, change with warming
(Bony et al. 2015; Marotzke et al. 2017).
An important next step in the application of such mod-

els is to begin identifying which aspects of the simu-
lated climate system are independent of the details of the
GSRM implementation. Separating robust (implementa-
tion independent) from non-robust features is most easily
done through a controlled program of model intercom-
parison. Such an intercomparison helps shape expecta-
tions and guide future developments in at least three
ways: (i) by identifying and helping resolve what should
be trivial problems, such as apparent implementation
bugs; (ii) by focusing efforts on non-trivial problems,
for instance the representation of turbulent mixing and
cloud microphysical processes, or managing and effi-
ciently analyzing output; and (iii) by involving a larger
community in the excitement of exploring the behav-
iors of a new class of models. Toward these ends,
we have initiated the first intercomparison of GSRMs,
through a project we call DYAMOND—the DYnamics of
the Atmospheric general circulation On Non-hydrostatic
Domains2.
The aim of this paper is to describe DYAMOND and

present first results. The selection of what to present was
guided by a desire to illustrate promising directions of
analysis that have emerged from initial explorations of
the output, and to make a first identification of issues for
the further development of this simulation capability. To
accomplish our aim the remainder of this paper is orga-
nized as follows: The DYAMOND experimental protocol
is presented in the “Experimental protocol” section. In
the “Models” section, we present the nine models which
contributed simulation output to DYAMOND, including
some characteristics of their computational performance
and a brief description of the output they provide. In the
“Simulations” section some characteristics of the simula-
tions are presented by way of overview, complemented by
snapshots to help motivate subsequent work by a broader

2https://www.esiwace.eu/services/dyamond

community. We conclude with a summary and our ideas
regarding future steps.

Experimental protocol
The DYAMOND protocol specified a simulation of
40 days and 40 nights, beginning at 0Z, 1 August 2016,
using global models with a grid spacing of 5 km or less.
The global (9 km) meteorological analysis taken from
the European Centre for Medium Range Weather Fore-
casts (ECMWF) was used to initialize the atmospheric
state. ECMWF operational daily sea-surface tempera-
tures and sea-ice concentrations were also used as initial
and boundary data. These input fields are archived and
made available as part of the DYAMOND dataset. Mod-
els were left free to formulate their own initialization
of the land surface and adopted a variety of strategies
for this purpose. ICON, for instance, took soil mois-
ture from ECMWF and converted to a soil moisture
index (SMI) which was then vertically interpolated to the
ICON soil level SMI and soil temperature which it then
converted back to soil moisture using ICON’s soil char-
acteristics. MPAS used the NOAH-MP land model and
initialized it with ERA5 surface data from 1 August 2018,
and other models, such as the UKMO, used soil mois-
ture taken from previous, lower-resolution runs. Perhaps
because the resolution of the analyses used for initial-
ization was relatively fine, no groups reported special
problems with the initialization, even if spurious gravity
waves are expected to arise from topographic and other
mismatches.
The DYAMOND protocol was kept as simple as pos-

sible to encourage participation and ensure a fast turn-
around. For this reason, what, how much, and in what
form the output was to be provided was left for partici-
pating groups to decide for themselves. Instead of spec-
ifying output data requirements, groups communicated
which output they were writing in the case that could
help guide the choices of other groups. Ways of dealing
with different naming conventions, grids, units, etc. were
things the project aimed to explore in post-processing,
in part to guide development of domain-specific analy-
sis languages, like the Climate Data Operators (CDO).
From this perspective, having each group’s native for-
mat as output was actually advantageous. Expediency was
also the reason why no attempt was made to coordi-
nate and homogenize the initialization of the land sur-
face. This expedient approach achieved its aims. The idea
of DYAMOND arose in October 2017, during a work-
shop of the cloud-feedback intercomparison project in
Tokyo, the outline of the experimental specifications was
drafted at the end of November of the same year, and
eight of the nine participating groups had finished their
runs and (mostly) uploaded the data before a year had
passed.

https://www.esiwace.eu/services/dyamond
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The initialization date (1 August 2016) was motivated
by the possibility of linking to previous large-domain
storm-resolving model simulations performed in support
of field work over the Northern Atlantic (Klocke et al.
2017; Stevens et al. 2019). The coincidence of this period
with the boreal monsoon, the active part of northern
hemispheric tropical cyclone season, and the good satel-
lite coverage were further motivations. Simulating 40 days
and 40 nights had a symbolic motivation, as in some
ancient cultures it denotes an eternity, and a practical
motivation, as it allowed for a comparison of 30 days
(1 month) after a 10-day spin-up. Through this, it was
hoped to crudely separate questions of predictability from
questions of climatology.

Models
Structure and configuration
Most of the DYAMOND models (Table 1) solve the fully
compressible Navier-Stokes equations, with their repre-
sentation of molecular diffusion modified to account for
unresolved turbulent motions and for an atmosphere with
a condensible (water) component. Exceptions are the Sys-
tem for Atmospheric Modeling (SAM) which uses the
anelastic form of the non-hydrostatic equations and the
Integrated Forecast System (IFS) which uses the (hydro-
static) primitive equations and is thus the only hydrostatic
model. More generally, the numerical methods used by
the different models to solve their governing equations
depend on their choice of grid and a number of other
factors, and thus vary considerably. These differences
contribute to the richness of the simulation dataset as
a basis for assessing the importance of model formula-
tion choices. Table 1 provides technical references for the
participating models.
The configuration of the numerical grid over which each

model solves its governing equations, and some param-
eters indicative of how these equations are structured, is
given in Table 2. A diversity of grids—many of which are

Table 1 DYAMONDmodels

Name References

ARPEGE-NH Bubnová et al. (1995), Voldoire et al. (2017)

FV3 Lin and Rood (2004), Lin (2004)

GEOS5 Putman and Lin (2007), Putman and Suarez (2011)

ICON Zängl et al. (2014), Hohenegger et al. (2019)

IFS Wedi (2014), Malardel et al. (2016)

SAM Khairoutdinov and Randall (2003), Satoh et al. (2019)

MPAS Skamarock et al. (2012, 2014)

NICAM Satoh et al. (2008, 2014)

UM Wood et al. (2013), Walters et al. (2017)

Short names for models submitting output to DYAMOND and references to recent
scientific documentation for each model

reviewed by Williamson (2007)—are employed across the
DYAMOND models. FV3 and GEOS5 share a dynamical
core based on a cubed sphere, NICAM and ICON use an
icosahedral grid as a starting point for their discretization,
and MPAS employs spherical centroidal Voronoi tessella-
tion. The IFS operates with a cubic octahedral (Gaussian)
reduced grid with T2559 truncation in spectral space, and
the ARPEGE-NH uses an alternative Gaussian reduced
grid with the truncation T8000 in spectral space. The UM
and SAM use latitude-longitude grids, which introduce
more severe numerical challenges as they are refined. For
SAM, as it was implemented for DYAMOND, a columnar
(wall) boundary pierces the sphere and bounds the flow
to lie equatorward of 89◦ latitude. For the UM, no special
accommodation for the pole was introduced except to use
a somewhat coarser tiling of the sphere (see Table 2) as
compared to the other models.
The DYAMOND models differ more substantially in

their choice of vertical coordinates, thermodynamic vari-
ables, and how parameterizations are used to represent
processes that would otherwise be inadequately repre-
sented. Table 2 also gives a flavor of these differences;
more detailed descriptions are provided in each model’s
technical documentation (Table 1). Notably models dif-
fered in how they treated convective parameterization,
especially shallow convection, perhaps reflecting a lack of
consensus as to how much of the convection would be
explicitly resolved at the target grid spacing.
The choice of vertical coordinate influences the stabil-

ity of the model in regions of steep topography and the
representation of the topography itself. Figure 1 visualizes
a subset of the DYAMOND models in the vicinity of Mt.
Fuji to illustrate these differences. It emphasizes that the
number of levels is not the only consideration when eval-
uating the vertical resolution among the different models.
Differences in the surface orography manifest themselves
not only in the height and steepness of mountains, but
also on the shape of the coastline, and the extent to which
some features (small islands) are even represented.
The vertical span of the model grids and the number of

levels over which they are discretized also vary (Table 2),
and most models employ some form of damping as their
upper boundary is approached. For example, in the case of
ICON, this damping is applied to the levels between 44 km
and the model top, which is at 75 km.

Output
A simple calculation illustrates the magnitude of the out-
put challenge posed by GSRMs. Taking ICON as an
example, a state vector of 11 variables (5 microphysi-
cal variables, 3 components of the velocity vector, and
3 thermodynamic coordinates) with 84 × 106 horizontal
and 90 vertical degrees of freedom (Table 2) comprises
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Table 2 Configuration of the DYAMONDmodels

Name Grid #Mcol #lev #μ

√
Amax Htop Hspng CP BL FC

ARPEGE-NH Kurihara 82 75 5 2.5 km 70 km 34 km N T Yes

FV3 Cube 57 79 6 3.3 km 39 km 25 km S K Yes

GEOS Cube 57 132 5 3.3 km 80 km 75 km F K Yes

ICON Icoso 84 90 5 2.5 km 75 km 44 km N T Yes

IFS Octo 26 137 5 4.8 km 80 km 65 km S K Yes

MPAS Voronoi 42 75 6 3.8 km 40 km 30 km F T Yes

NICAM Icoso 42 78 5 3.5 km 50 km 25 km N K No

SAM La-Lo 43 74 5 4.3 km 37 km 22 km N S No

UM La-Lo 20 85 6 7.8 km 85 km 42 km S K Yes

Tabulated are the number of columns (#Mcol , in millions), the vertical levels (#lev, not counting soil levels), the microphysical variables (#μ), the linear dimension of the area,
the A of the largest tile (

√
Amax), the vertical span of the column (Htop), and the height (Hspng) where the sponge layer begins. The last three columns denote

parameterization assumptions. For cumulus parameterization (denoted CP), the letters “N,” “S,” and “F” denote none, shallow, or full parameterization, whereby for the latter,
some assumptions are usually included in an attempt to account for the scale of motions being parameterized. For the boundary layer parameterization (denoted BL), the
letters “T,” “K,” and “S” denote either a TKE-like model (including an additional prognostic equation), a diagnostic eddy diffusivity, or a Smagorinsky-like three-dimensional
closure as is common for large-eddy simulation. Finally, some indication is given as to whether fractional cloudiness (denoted FC) is parameterized

nearly a terabyte of information (664 GBytes, double pre-
cision) per sample. Hourly output for 40 days inflates
this by a factor of a thousand. The practice of provid-
ing derived variables, e.g., measuring energy and mat-
ter fluxes, inflates this by another factor of 3. Hence,
approaching the output naively would imply data vol-
umes of about 2 PBytes for each model. This contex-
tualizes one motivation for DYAMOND, which was to
develop strategies for dealing effectively with the large
amount of information inherent in GSRMs. For this rea-
son, groups were encouraged to approach the problem as
they saw fit, with the idea that the sharing of approaches
would help guide the development and uptake of best
practices.
All groups used a hierarchical approach, with more fre-

quent output of 2D variables and less frequent output of
3D fields. Most groups limited 3D output to a fairly small
elaboration of their state vector at 3 h intervals. Some two-
dimensional output was written to disk by most models
every 15 min, every 30 min for SAM, and every 60 min for
the IFS. To avoid unnecessary repetition in output, many
models, usually those with a less regular grid structure
(i.e., ICON, FV3, and MPAS), provided grid information
in a stand-alone file which must be specified when read-
ing the data. NICAM and GEOS fall into this category, but
only distributed output after it had been remapped to a
regular grid. All groups provided output in some flavor of
GRIB or NetCDF, and many groups employed some form
of compression before writing output to disk. Compres-
sion saves space, but slows access to the data, which must
be decompressed before use. This issue was especially evi-
dent when accessing ICON output, which was written
using the GRIB2 standard and a second level of compres-
sion. This approach reduced the output file volumes by

a factor of 5, but because the second-level decompres-
sion did not multi-thread well, access to the output was
considerably slower. This experience has since motivated
task-parallel optimization developments to improve the
decompression step, but is a reminder that compressed
formats involve trade-offs.
The simulations provide a lot of samples of mesoscale

convective systems, whose statistical characteristics can
be analyzed. To aid exploration of the output, a stan-
dardized set of (two-dimensional) information (Table 3)
was post-processed for each model. The processing con-
sisted of interpolating the variables to a common 0.1◦
grid (using a conservative remapping via the remap func-
tion of CDO version 1.9.5) and saving, for each time
level of each model’s output, the data as a netCDF (ver-
sion 4) file. The remapped output of model variables
was averaged over the full 40-day period, as well as over
the last 30, 20, and 10 days, leading to 4 time-averaged
output files on the same 0.1◦ grid for each model. To
ensure consistency between the remapped and source
output, and because the number of participating mod-
els is small, the data provided on the 0.1◦ grid retain
the same variable name, and units, as the original model
output.
The sheer size of the output fields also poses quite a

challenge for their visualization. Even in the cases where
we might be able to visualize model output using rel-
atively conventional approaches, to interactively explore
and visually analyze the full 3D data set over time, would
require parallel visualization techniques. For yet larger
simulations, in situ visualization techniques and/or an
online compression and a level-of-detail (LoD) rendering
approach (Jubair et al. 2016; Bethel et al. 2012; Clyne et al.
2007) would also be necessary.
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Fig. 1 Orographic boundary conditions around the region of Mt. Fuji (3776 m). Plotted is the height of the surface, relative to mean sea level, taken
from ICON, IFS, and SAM to illustrate different representations of topography. Note that the land-sea mask does not correspond to the height of the
0 m contour, so even if regions may formally be just above, respectively below, sea level, this does not preclude them from being treated as sea,
respectively land

The German Climate Computing Center (DKRZ)
agreed to host the output and serve as an analysis hub for
the community, something made possible through close
interaction with a European Commission funded Centre
of Excellence in Simulation of Weather and Climate in
Europe—the ESiWACE project.

An accidental ensemble
There is a temptation to question what can be learned
about the climate system from a single 40-day snapshot.

Experience suggests a great deal. For instance, Rodwell
and Palmer (2007) showed how initial tendency errors—
identified in a data-assimilation procedure—are informa-
tive of model biases. Simpler approaches, using hindcasts,
have shown to be similarly indicative of climatological
biases (Williamson 2005; Williams et al. 2013).
Quite apart from this backdrop, DYAMOND provides

an additional means for testing to what extent differ-
ences among models are significant. It does so by includ-
ing in the DYAMOND dataset an accidental ensemble
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Table 3 Homogenized output variables

Quantity

Precipitation (rate) at the surface

Column integrated total water

Column integrated liquid water

Column integrated solid water (ice)

Net terrestrial radiation (at TOA and surface)

Net TOA solar radiation (at TOA and surface)

Pressure (interpolated to sea level)

Zonal wind speed (at 10 m)

Meridional wind speed (at 10 m)

Temperature (at 2 m)

Each model’s variables were remapped to a regular 2D LaLo grid, and these were in
turn time-averaged for four different periods. The remapping was done to ensure
that, at a minimum, the following information was available for each model

of additional simulations. These include simulations per-
formed with the identical model but at progressively lower
resolution, simulations with different parameter settings,
and simulations with what was later deemed to be unde-
sirable treatments of boundary or initial data. Table 4
describes the additional DYAMOND simulations that
have been archived and made available as part of this
ensemble. So for instance based on this table, simply by
comparing an ICON simulation run at 5 km with a sim-
ulation run in the base configuration and comparing it to
another model run at its base configuration, one can begin
to assess to what extent differences between the models
are likely to be systematic.

Computational performance
To aid efforts to assess (and eventually enhance) the com-
putational efficiency of GSRMs, groups were asked to
specify some computational details of their calculations.
These are provided in Table 5. The information in the
table is difficult to interpret without expertise in the dif-
ferent computational architectures on which the models
were run. It is also colored by the different levels of effort
groups have put into optimizing the porting of their model
to their particular computing environment. The struc-
ture of the model itself also influences the interpretation
of these numbers; for instance, most models use differ-
ent time-integration schemes, or different timesteps, for
marching different processes forward in time. Because
it usually sets the pace, the shortest timestep (usu-
ally used to represent sound waves) is also listed in
Table 5.
Notwithstanding these caveats, some general conclu-

sions can be drawn. One is that the throughput of the
DYAMOND models on a O(3 km) mesh was about
6 SDPD (simulated days per day) on a modest frac-
tion of the host-machine nodes (ICON was run on one

Table 4 Accidental ensemble

Name Amax Salient (additional) difference

FV3 6.5 km Three member ensemble

GEOS5 6 km None

ICON 5 km None

“ 10 km “

“ 20 km “

“ 40 km “

“ 80 km “

“ 20 km Full NWP physics (convective
parameterization)

“ 40 km “

“ 80 km “

“ 5 km DWD grid

“ 5 km DWD grid, erroneous specification of surface
albedo over Asia

“ 5 km Fixed SST (to value on 1 August)

IFS 9km TCo1279 near-operational configuration,
with fully active convective parametrization

MPAS 7 km None

“ 3.5 km With fully active convective parameterization

“ 7.0 km “

NICAM 7 km None

“ 14 km “

UM 15 km None

ECHAM6 100 km T127 (100 km) ten-member ensemble with
full parameterization

Salient information about additional simulations performed by various groups and
made available as part of the DYAMOND archive

sixth of the DKRZ machine Mistral). IFS, representing a
large class of existing global numerical weather predic-
tion models (Mengaldo et al. 2018), operates at a higher
SDPD, in part due to the numerical scheme allowing the
stable use of larger timesteps and the use of single pre-
cision. Similar time-stepping procedures were used by
the UM and ARPEGE-NH, but did not permit as large
a timestep as was possible for the hydrostatic imple-
mentation of the IFS. With increasing vertical accelera-
tions, some of the numerical simplifications that enable a
large throughput for models like the IFS come into ques-
tion. Results made available by DYAMOND will foster
research on the numerical and algorithmic trade-offs on
scales where non-hydrostatic accelerations may become
important.
Many of the DYAMOND models were run also at

coarser resolution, as discussed above, and this aided
an assessment of parallel scalability. The more coarsely
resolved configurations showed that the models were
still scaling excellently, consistent with the relatively large
amount of computational intensity per computational
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Table 5 Computational aspects

Model Nodes Cores SDPD �t Processor (date of launch into market)

ARPEGE-NH 300 7200 2.6 100 s Intel Xeon “Ivy Bridge” (2013)

FV3 384 13,824 19 4.5 s Intel Xeon “Broadwell” (2016)

GEOS 512 20,480 6.2 3.75 s Intel Xeon “Skylake” (2017)

ICON 540 12,960 6.1 4.5 s Intel Xeon “Haswell” (2014)

IFS 360 12,960 124 240 s Intel Xeon “Broadwell” (2016)

MPAS 256 9216 3.5 10 s Intel Xeon “Broadwell” (2016)

NICAM 640 2560 2.6 10 s NEX SX-ACE vector processor (2015)

SAM 128 4608 6.0 7.5 s Intel Xeon “Broadwell” (2016)

UM 340 12,240 6.0 90.0 s Intel Xeon “Broadwell” (2016)

To give a rough idea of the performance of the different models, their throughput is given and contextualized by some basic information about architectures on which they
were run. Columns indicate the number of nodes, the total number of cores on which the simulations were run, the simulated days per day, the shortest (usually acoustic)
timestep (�t), and the type of processor

element at the given limited core counts; most mod-
els typically have a column-to-processing-element ratio
of about 104. From this, we conclude that even without
confronting disruptive changes that stand in the way of
achieving yet greater gains, a factor of 10 to 15 in compu-
tational throughput in a 5-year period will be achievable.
Such an increase would enable global simulations on a 3-
km grid with throughput of about 100 SDPD and hence
allow these approaches to be applied to a broader class
of climate change questions. It also makes global LES,
with simulations of a few days on a 300-m grid, conceiv-
able. The latter could be used to target some of the—
not inconsiderable—simulation uncertainties that remain
in GSRMs, since fully resolving shallow cloud systems,
whose vertical (and hence horizontal) scale may be
only a few kilometers, requires substantially smaller grid
distances.

Simulations
“Palmer-Turing” test
In an essay onmodeling the climate system, Palmer (2016)
introduced the notion of using Alan Turing’s test as amea-
sure of climate model fidelity. Turing’s original idea was
to use the extent to which a passive observer could dis-
tinguish a conversation between a human and a computer
from a conversation between two humans as a measure
of artificial intelligence. Palmer’s variant of Turing’s test
is presented in Fig. 2, which compares a snapshot of the
Earth from a geostationary satellite, with a visualization of
its condensate burdens using output from the nine DYA-
MOND models. A second simulation by the IFS, at its
operational resolution, is also included as a further refer-
ence. The visualizations are created using the condensate
output of the models and rendered through the 3D visu-
alization software ParaView in a way to visually mimic
the true color output of the Himawari 8 reference data.
The Rayleigh scattering of the atmosphere was thereby

imitated by the rendering process. White color is used
for both cloud water and cloud ice, along with a zero to
one clamped weighted logarithmic opacity table that is
adjusted to the data ranges of each model and by visual
comparison to the Himawari 8 reference data. On a super-
ficial level, the fact that the image of Himawari 8 (Bessho
et al. 2016) is not distinguishable from the model output
suggests that the simulations pass, at least in a weak form,
the “Palmer-Turing” test.
Himawari 8 was chosen as the basis for comparison

because it was the most advanced geostationary satellite
in orbit in 2016. The images are constructed from the out-
put at 0400 UTC on 4 August 2016, which corresponds
to 10:37:12 local time at 140.7 ° E where Himawari 8
is located and the images are centered. At this time,
the models still are on trajectories that are well con-
strained by the atmospheric state from which they were
initialized, 76 h previously. This fact is reflected in the
similarity in the positioning of large-scale circulation fea-
tures, such as the band of tropical convection stretching
from the center of the image to the east-northeast, a
band of convection stretching across China, and frontal
systems extending along the east and west coasts of
Australia. Many of the models capture the tripole-like
structure of the band of tropical convection, whose most
developed and westward feature was associated with a
developing tropical cyclone that was classified as typhoon
Omais by the Japanese Meteorological Agency later in
the day. They also well represent the absence of convec-
tion and its wave-like structure in the central equatorial
Pacific.
Though largely qualitative at this point, a striking aspect

of Fig. 2 is how different each image is in the visual-
ization of its condensate, despite the apparent realism
of each one of them. These differences are most appar-
ent away from regions of large-scale organized motion
and are illustrated by zooming over specific regions and
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Fig. 2 Snapshot of DYAMONDmodels. A snapshot of the models taken from the perspective of the Himawari 8 is shown. The images are for the
cloud scene on 4 August 2016 and are qualitatively rendered based on each model’s condensate fields to illustrate the variety of convective
structures resolved by the models and difficulty of distinguishing them from actual observations. From left to right: IFS-4 km, IFS-9 km, and NICAM
(top row); ARPEGE, Himawari, and ICON (second row); FV3, GEOS5, and UKMO (third row); and SAM and MPAS (bottom row)
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Fig. 3 Zoom of Fig. 2 highlighting the structure of tropical cloud fields in the vicinity of Omais, which was named and classified as a tropical cyclone
on this day

Fig. 4 Zoom of Fig. 2 highlighting the structure of post-frontal low cloud fields south and east of Australia
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examining the visualization of a subset of the models. One
such zoom is centered over the feature that is developing
into typhoon Omais in the central Pacific (Fig. 3). The
second zoom is centered on Australia to highlight the
structure of the shallower cloud field between Australia
and New Zealand, in the cold sector of an extra-tropical
cyclone (Fig. 4). The major difference between the sim-
ulations in the left panels of Fig. 3, and those shown in
the right panels is the structure of the reflectivity fea-
tures away from regions of deep convection, which we
interpret as arising from condensate loading in shallower
convection (see also Fig. 4). The images suggest that
despite capturing the patterning of large-scale circula-
tion features on the distribution of condensate, which is
what structures the images and gives them their apparent
“realism,” substantial differences become apparent when
looked at quantitatively. These differences are likely
sensitive to the representation of both cloud microphysics
and shallow convection, whose treatment differs across
the models.

Precipitation
Among the fields expected to be better represented by
GSRMs, precipitation stands out as being of particular
interest. This special status arises not only from theo-
retical considerations, but also from experience. A num-
ber of studies, e.g., Weisman et al. (1997), Langhans et
al. (2012), Ito et al. (2017), Hohenegger et al. (2019),
Stevens et al. (2019), show that bulk precipitation statistics
converge—at least on regional scales—with grid spac-
ings of 1 to 4 km. Convergence has been less explored
on global storm-resolving scales (cf Hohenegger et al.
(2019)) and never across a model ensemble. It is some-
thing that we begin to investigate with the DYAMOND
simulations.
We start by comparing zonally and temporally averaged

precipitation from the last 30 days of the DYAMOND
simulations. This comparison is presented in Fig. 5, which
also includes precipitation estimated from observations
for the same time period. The analysis by Kodama et al.
(2012) identified a spin-up period of a few days in 14 km
NICAM simulations. By discarding the initial 10 days, we
thus avoid undue constraints from the initialization, as
well as biases from differences in how the different mod-
els spin-up. The comparison is nonetheless susceptible to
a poor sampling of internal variability. To get a sense of
the magnitude of the sampling error that may be associ-
ated with this variability, we calculate the week-to-week
standard deviation of the zonally averaged precipitation.
It is about 15 % of the mean (or similar to the variabil-
ity among the models) and does not vary systematically
from model to model, or as a function of latitude. Being
mindful of the sampling precision, Fig. 5 highlights the
agreement among a large subset of the simulations in

terms of their representation of the zonally and globally
averaged precipitation. Their tropical averaged precipi-
tation for the final 30 days of the simulation is 3.813
± 0.164 mm d1 (1-sigma). ARPEGE-2.5 km simulates
clearly larger precipitation (4.25 mm d1) as compared to
the main group of models. This difference is believed to
be the result of an artificial increase in surface evapora-
tion which had been introduced into the lower resolution
version of the model to improve its representation of
tropical cyclone intensity, and for this reason, ARPEGE-
2.5 km has been excluded from the subset. As discussed
later, this also is believed to be responsible for ARPEGE-
2.5 km producing much more intense tropical cyclones
and also a much moister atmosphere, thus forming an
interesting natural experiment. GEOS-3.3 km produces
much less (3.2 mm d1) precipitation. This appears to be
related to an output error, and a new set of simulations
has been performed for inclusion in subsequent analy-
sis. At the time of our analysis, however, this data was
not available, so GEOS-3.3 km is not included in either
the tabulation or the computation of the multi-model
mean.
Compared to the cluster of models in Fig. 5, the

observed precipitation (3.50 mm d1) for the same
period—as estimated from calibrated microwave mea-
surements to retrieve precipitation globally at 10 km
spatial and hourly temporal scales—is at the two-sigma
range of this group of models. The observations and
models differ by an amount that is larger than the week-
to-week variability just south of the Equator, where the
simulations have a secondary peak in precipitation that
is more pronounced than is observed, and in the very
high latitudes of the Southern Hemisphere. The greater
than observed precipitation just south of the Equator
may represent a bias of the models, akin to the double
ITCZ bias that is familiar from models of parameter-
ized convection, or may be indicative of a deficiency in
the observational retrievals in capturing what can often
be intense precipitation from relatively isolated warm
(congestus) clouds. Discrepancies at high latitudes are
within the range of other observational products, e.g.,
the IMERGE product retrieves twice as much precipita-
tion at 50◦S as compared to GSMaP.v7 (Hiro Masunaga,
Yukari Takayabu, personal communication, 2018; GSMaP:
Kubota et al. (2007)). Differences in the observed global
mean and that simulated by the subset of models in
Fig. 5 cannot however be explained by differences at high
latitudes.
Quantities related to the tropical (equatorward of 30◦)

water and energy budgets are summarized in Table 6. In
addition to precipitation, the 30-day means for precip-
itable water and both outgoing terrestrial and absorbed
solar irradiances are presented. We focus on the tropics
because this is the region where convective heat transport
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Fig. 5Mean precipitation. Precipitation is zonally and temporally averaged (over the last 30 days of the simulation) for each of the indicated models.
The global averaged precipitation for each model is indicated in the legend. Mean precipitation from the GSMaP project (version 7) is provided as a
reference. The GSMaP line width is to distinguish it from the models, not a measure of retrieval uncertainty

Table 6 Tropical budgets

Model Pmm d1 PWmm Ithermal W m−2 Isolar W m−2

ARPEGE-NH 4.25 40.9 −265.4 319.3

FV3 3.80 38.7 −269.0 307.6

GEOS n/a 39.5 −269.2 303.1

ICON 3.65 38.8 −264.1 295.2

IFS 3.75 35.4 −268.4 312.2

MPAS 3.59 37.1 −265.9 327.3

NICAM 3.81 41.5 −259.2 327.0

SAM 4.07 37.3 −272.3 311.7

UM 4.02 38.1 −267.4 309.0

Observed 3.50 39.5 −259.6 306.4

Mean 3.81 38.3 −266.8 312.5

Stddev 0.16 1.7 2.5 10.4

Tropically (latitudes within 30◦ of the Equator) averaged quantities related to the
global hydrological cycle. For the observations, the GSMaP (v7) retrieval is used for
precipitation, P; precipitable water, PW, is calculated only over the ocean for which
observational estimates are taken from GMI. Top-of-atmosphere net solar, Isolar , and
thermal infrared Ithermal irradiances are taken from the CERES SYN1deg daily Terra
and Aqua product. For precipitation and precipitable water, ARPEGE-NH is excluded
from the calculation of the multi-model mean

couplesmost directly to the circulation. The columnwater
burden is only calculated over the ocean, to better enable
comparisons with observations. Compared to the obser-
vations, the simulations appear somewhat less cloudy, as
on average they are radiating thermal energy to space
at a slightly greater rate than observed, but also absorb-
ing a commensurately larger amount of solar energy. The
net imbalance is quite close to observed, but differences
among models can be large. NICAM-3.5 km simulates
energy being absorbed at about twice the rate simulated by
ICON (67.8 Wm−2 versus 31.1 Wm−2). Such differences
notwithstanding, given that this was the first time most of
these models were ever run in such a configuration, and
that no effort has been made to match the observations,
we judge the degree of similitude with the observations as
encouraging.
In analyzing the precipitation fields emerging from the

DYAMOND simulations, a global 24-h cycle, whose peak-
to-peak amplitude is 10 % of the mean, robustly emerged
in the time series of each of the simulations. This is a fea-
ture of the climate system that we were not previously
aware of. The day-to-day consistency of the feature was
sufficiently robust to be identifiable in the composite 24-
h cycle (in UTC time) of global precipitation (Fig. 6).
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Globally, precipitation in the simulations peaks when the
sun is in the western hemisphere, around 2000 UTC in
most models, albeit somewhat earlier (nearer 1500 UTC)
in SAM-4.3 km and NICAM-3.5 km. GSMaP (v7) pre-
cipitation retrievals are noisier, but are also indicative
of a 24-h cycle peaking when the sun is in the western
hemisphere. As far as the minimum in precipitation is
concerned, which according to retrievals occurs between
0700 and 1000 UTC, all models tend to show a sim-
ilar feature somewhat earlier. Locally, over land, it is
well known that convective precipitation tends to peak
in the late afternoon or early evening, while over ocean
the peak is more in the morning hours. The simulated
and observed 24-h cycle thus reflects the inhomoge-
neous distribution of precipitation zonally, where a peak
near 2000 UTC would arise from the synchronization of
precipitation maximizing over the warmer waters around
the Maritime Continent (Warm Pool) with that over
Africa. The slightly earlier peak in precipitation from
NICAM-3.5 km and SAM-4.3 km may imply a greater
contribution of precipitation from themonsoon regions of
South Asia.

Predictability
Tropical cyclones
Given the very large data volumes involved, for the pur-
poses of this study, we identified tropical cyclones with
the help of an algorithm that searched for contiguous
and non-stationary tracks defined by a minimum in the
surface pressure, over the ocean, equatorward of 30◦.
Tracks lasting more than 1.5 days and with a mini-
mum along track surface pressure less than 985 hPa were
identified as tropical cyclones. The chosen threshold is
slightly lower than that 994 hPa used to track cyclones
in output from coarser resolution models (Roberts et
al. 2015). For consistency across the models, the anal-
ysis was performed on each model’s surface pressure
fields after first being remapped to the standard 0.1◦
grid, masking land points using the CDO land-sea mask3,
and with a 6-h time increment. To test this simple
approach, it was compared to a more comprehensive
algorithm (Kodama et al. 2015), based on the three-
dimensional temperature and wind fields, applied to
30 years of data from a previous 14-km NICAM simula-
tion. Application of the simple algorithm to the NICAM
output resulted in an identification of nearly 90 % of
the tropical cyclones identified by the more complex
algorithm.

3Some outliers associated with persistent features with anomalously low
pressure (< 840 hPa) were additionally filtered (mostly in the FV3 output), as
these were believed to arise from cyclones interacting with land which were
not filtered by the CDO land mask.

The algorithm was applied to the entire 40-day period
for 8 simulations, resulting in the identification of 76 trop-
ical cyclones, or just over 9 per simulation. The track
of each tropical cyclone identified by the algorithm is
shown in Fig. 7. The median number of identified tropical
cyclones was 8.5. As compared to the other simulations,
GEOS-3.3 km output is an outlier, in that it identified
twenty tropical cyclones. In reality, between 1 August and
10 September 2016, 14 tropical cyclones with Ps,min ≤
985 hPa formed—8 in the western North Pacific (WNP)
and 3 each in the eastern North Pacific (ENP) and
Atlantic. One deep depression, but no cyclones, formed
in the Northern Indian Ocean during this period. When
limiting the classification to stronger tropical cyclones
Ps,min ≤ 970 hPa, the models identified 3 to 7 (mean
of 4.9) tropical cyclones each4 (mean of 2.7 in WNP,
0.7 in Atlantic, 1.5 in ENP). In reality, six cyclones with
Ps,min ≤ 970 hPa formed during this period, three (Lion-
rock, Namtheun, Meranti) in the WNP, two in the ENP,
and one (Gaston) in the Atlantic. Among the simulations,
ARPEGE-2.5 km produces unrealistically strong cyclones;
five tropical cyclones had Ps,min ≤ 900 hPa, and the
tropical cyclone it formed in the Gulf of Mexico saw its
pressure drop to 845 hPa; a value 25 hPa lower than the
lowest ever recorded in a tropical cyclone. To explore
this issue, an extra simulation of a few days was per-
formed with ARPEGE-2.5 km using the corrected setting
for the evaporation coefficient. This simulation leads to
substantially less deepening and explains most, if not all,
of the difference as compared to the other models. Given
the obvious question marks (tropical cyclone strength
in ARPEGE-2.5 km and number in GEOS), and keeping
in mind limitations in the present approach to tracking,
the similitude between the observations and the simu-
lations is surprisingly large and encouraging of further
research.

Integrated water vapor
In the tropics, precipitation and circulation are very
tightly coupled, and column water is a very good indi-
cator of precipitation (Bretherton et al. 2004; Peters and
Neelin 2006; Mapes et al. 2018). These qualities, com-
bined with sharp spatial gradients in the vicinity of pre-
cipitation, identify column water vapor as an interesting
quantity for prediction—something of a tropical analogue
to the mid-troposphere geopotential field in the extra
tropics. Using the DYAMOND models, we explore some
aspects of the predictability of this (and other fields) for
simulations in which the tropical dynamics are not dis-
torted by the well-known deficiencies of parameterized
convection. Similar questions have been explored before

4Excluding GEOS-3.3 km which identified 15 strong cyclones.
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Fig. 6 Composite diurnal cycle of global precipitation as anomaly from mean

using a single model (e.g., Mapes et al. (2008), Brether-
ton and Khairoutdinov (2015), Judt (2018)), and this is
the first time that they have been explored using a real-
istic surface orography and with an ensemble of different
models.
Both Mapes et al. (2008) and Bretherton and Khairout-

dinov (2015) measured error growth through the growth
of (nearly) infinitesimal differences in precipitable water
between pairs of otherwise identical runs. They showed
that this measure of error growth saturates on small scales
after about 2 to 4 days. At larger scales, and hence glob-
ally, it saturates after 14 to 30 days. On no scale could
these studies discern a difference between the tropics
and extra-tropics. Judt (2018) did not address the differ-
ence between tropical and extra-tropical error growth,
but showed that—unlike for water vapor—the growth
of perturbation energy increases relatively more rapidly
at smaller scales, where the kinetic energy spectrum is
relatively flatter (k−5/3).
The DYAMOND simulations are consistent with the

earlier analysis, though a hint of extended predictability
in the tropics merits further analysis. This conclusion is
drawn from Fig. 8 which presents the zonally averaged
anomaly column water vapor covariance between a pair
of models (ICON-2.5 km and FV3-3.3 km) as a function
of latitude. The covariance (normalized at each latitude by
the mean variance of ICON at that latitude) decays with
time—as expected from the chaotic dynamics of the atmo-
sphere. After about 14 days, the covariance has decayed
to near zero suggesting that the ability of one model to
predict the other’s evolution has an envelope of about
2 weeks. This is indicative of somewhat less predictability

than found from the single model aqua-planet studies of
previous investigators. The envelope of positive covari-
ance (green colors) appears slightly more extended with
time toward the Equator, suggesting that the chaotic
dynamicsmay scramble signals in these regions somewhat
less efficiently.
These questions are pursued more quantitatively by

comparing the decay of the global mean covariance across
pairs of models, and among perturbation experiments
using slightly different configurations of a single model, in
this case ICON-2.5 km and two simulations with ICON-
5 km. The latter is more akin to experiments analyzed in
the earlier literature and as discussed above. This analy-
sis, Fig. 9, confirms the impression of a roughly 2-week
envelope of coherence across the models. Simulations
with slight perturbations in the configuration of ICON,
however, show longer coherence, suggesting an intrinsic
predictability limit approaching 3 weeks—more consis-
tent with earlier studies. The slight pick up of covariability
after about 5 weeks may be due to the seasonal cycle or a
signature of intraseasonal variability. The additional data
from the accidental ensemble offers additional opportuni-
ties to explore these issues. Looking across the simulations
to identify if particular features (like envelopes of tropical
cyclone genesis, or breaks in themonsoon) are predictable
with longer lead times might help to identify additional
sources of predictability, as discussed by Fudeyasu et al.
(2008) among others.

Summary and outlook
Before the start of the DYAMOND project, the fea-
sibility of performing global storm-resolving models
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Fig. 7 Tropical cyclone tracks. Tracks of tropical cyclones identified from a subset of the available DYAMONDmodels following procedures outlined
in the text. Total number of tropical cyclones identified given in parentheses

had been well demonstrated (e.g., Tomita et al. (2005),
Satoh et al. (2008)). The simulations described here,
performed by nine different groups from six national
entities across three continents, demonstrate that such
simulations have now gone from being feasible to
practical.
With the increasing practicality of such simulations, it

becomes possible to begin answering some basic ques-
tions. For instance, how sensitive are the simulations to a
particular implementation? Before DYAMOND, most of
the global storm-resolving models used here had never
been run in this configuration, and no two models had
ever before attempted to perform the same simulations.
Based on our preliminary analysis, we find that basic
aspects of the general circulation are well captured by the
storm-resolving models. The outgoing long-wave radia-
tion is well simulated, as is the global precipitation and
distribution of precipitable water. Agreement among the
models is such that it is difficult to establish if differences
with observations—for instance, more precipitation in the
poleward flank of the storm tracks and in the equatorial
region just south of the Equator—represent deficiencies
in the models or in the retrievals of these quantities.
The visual representation of clouds is, from a geosta-
tionary field of view, practically indistinguishable from
observations. Insofar as it can be determined given the
brevity of the simulations and the basic storm-tracking
algorithm, the tropical genesis and intensification statis-
tics of tropical cyclones are well captured. About the
right number of tropical cyclones form in about the right
place and intensify in about the right proportion. Despite
its very different dynamics, the simulations suggest that
predictability time scales in the tropics are similar, or
perhaps even slightly longer, than in the mid-latitudes.
Finally, we identify a diurnal cycle in global precipita-
tion that is consistent across all simulations and similarly
evident in the observations. Considering that the mod-
els were not specifically tuned for this case and that
minor implementation errors are to be expected given
the early stage of the development, this agreement is
remarkable.
The simulations are not without their deficiencies.

Even the present, relatively superficial, analysis makes

clear that to reap the rewards of being able to simu-
late the general circulation of Earth’s global atmosphere
at storm-resolving scales, some unconstrained degrees of
freedom remain to be tamed. Our preliminary analysis
identifies challenges in linking energy and water budgets,
as evidenced by differences in shortwave (solar) irradi-
ances at top-of-atmosphere, a quantity that is likely to
be influenced by the representation of (often shallow)
clouds, turbulence, and cloud microphysical processes.
However, by virtue of the ability of GSRMs to directly
link these processes to the circulation on the one hand,
and observations at similar scales on the other, we are
optimistic that research targeted at addressing these chal-
lenges will bear fruit. If so, GSRMs will provide an
improved physical foundation for model-based investiga-
tions of Earth’s climate and climate change and usher in
a new generation of climate models. With their ability
to explicitly resolve convective storms, GSRMs may also
transform the weather prediction enterprise and lead to
improved forecasts of severe weather from local to global
scales.
Another important motivation for the DYAMOND

project was to address performance and analysis bottle-
necks associated with global storm-resolving models. Our
experiences across a variety of architectures with a vari-
ety of models suggest that a throughput of 6 to 10 days
per day is feasible on a small 10 to 20 % of present day
(tier I) machines. GSRMs with O (3 km) global grids
can be expected to reach a throughput of 100 simu-
lated days per day in the coming few years—even without
disruptive changes to programming paradigms (cf Neu-
mann et al. (2019)). This rate of throughput makes such
models applicable to a wider range of climate questions.
Post-processing of the massive amounts of output from
such models is challenging, both by virtue of its sheer
volume and because of the more complex grid struc-
tures used by many models. In dealing with this output,
domain-specific analysis tools, like the CDOs, proved to
be invaluable. Our experience was, in contrast to what is
commonly believed, that different output strategies, file
names, variable names, units, etc. were not a great imped-
iment to analysis, but that having standard conforming
data dimensions is essential for reaping the benefits of
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Fig. 8Water vapor anomaly correlation. Zonally averaged anomaly correlation of hourly (0.1 degree) precipitable water between ICON-2.5 km and
GEOS-3.3 km normalized by zonally and temporally averaged water vapor variance from ICON-2.5 km plotted as a function of time and latitude

domain-specific analysis tools. Use of compressed data
formats greatly reduced the data volumes, but was subject
to the dynamic range of the data, which in some cases was
artificially inflated by inadequate filtering of insignificant
values.
Any attempt to give a comprehensive overview of mod-

els that contain such a fantastic range of scales for a
fluid whose dynamics are as diverse and heterogeneous
as Earth’s atmosphere will be necessarily superficial. Our
hope is that by documenting the DYAMOND simulations,

curating subsets of their output, and by making this, as
well as their full output, available for analysis by the
broader research community, a more specific, and thereby
in-depth, analysis will follow. Toward this end, we have
also used this manuscript to highlight differences inmodel
formulation which makes their comparison interesting, as
well as features of the simulations that we noticed and
believe merit further study. To organize the dissemination
of findings from studies of these and related questions,
a subset of the present authors have also organized a

Fig. 9 Temporal decrease of globally averaged water vapor anomaly correlation. The intermodel decay is for the 3 ICON-2.5 km and 2 versions of the
ICON-5.0 km model, and intramodel decay is from 11 pairs of models
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special issue of the Journal of the Meteorological Society
of Japan5. We hope that it will also help nucleate inter-
est into a new generation of models that many of us
believe offers the best, and perhaps only, chance to resolve
long-standing biases in conventional representations of
the climate system.
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