
Characteristics of colliding density 
currents: a numerical and theoretical study
Article 

Accepted Version 

Cafaro, C. ORCID: https://orcid.org/0000-0001-8063-4887 and
Rooney, G. G. (2018) Characteristics of colliding density 
currents: a numerical and theoretical study. Quarterly Journal 
of the Royal Meteorological Society, 144 (715). pp. 1761-1771.
ISSN 1477-870X doi: https://doi.org/10.1002/qj.3337 Available
at https://centaur.reading.ac.uk/77904/ 

It is advisable to refer to the publisher’s version if you intend to cite from the 
work.  See Guidance on citing  .

To link to this article DOI: http://dx.doi.org/10.1002/qj.3337 

Publisher: Royal Meteorological Society 

All outputs in CentAUR are protected by Intellectual Property Rights law, 
including copyright law. Copyright and IPR is retained by the creators or other 
copyright holders. Terms and conditions for use of this material are defined in 
the End User Agreement  . 

www.reading.ac.uk/centaur   

CentAUR 

Central Archive at the University of Reading 

http://centaur.reading.ac.uk/71187/10/CentAUR%20citing%20guide.pdf
http://www.reading.ac.uk/centaur
http://centaur.reading.ac.uk/licence


Reading’s research outputs online



A
cc

ep
te

d 
A

rti
cl

e
Characteristics of colliding density currents: a numerical and

theoretical study

Carlo Cafaro1a, Gabriel G. Rooneyb

aDepartment of Mathematics and Statistics, University of Reading, RG6 6AX, United Kingdom

bMet Office, FitzRoy Road, Exeter, EX1 3BP, United Kingdom

∗Correspondence to: Department of Mathematics and Statistics, University of Reading, Whiteknights, PO Box 220, Berkshire, RG6

6AX, UK. Email: carlo.cafaro@pgr.reading.ac.uk

Funding information

EPSRC, Grant/Award Number:EP/L016613/1.

This paper presents a new set of numerical simulations of two colliding density currents

in a idealized framework, integrating the Boussinesq vorticity equation in a rectangular

bounded domain. These simulations are used to examine the dynamical features of the

collision, in the light of recent laboratory experiments. The collision dynamics present

various interesting features. Here we have focused on the interface slope at the front

of the two unequal density currents and on the maximum height reached by the fluid

after the collision. For the secondary triggering of atmospheric convection by colliding

cold pools from previous convective events, these may affect the positioning and the

momentum of the collision uplift, respectively.

The interface slope has been shown to be dependent on the currents’ buoyancy ratio

(i.e. the ratio between the density differences of the two fluids with the ambient

fluid), whereas the maximum height has no strong dependence, for a given initial

current depth. A theoretical model, based on an analogy with a vortex pair, has been

proposed for the interface-slope dependence, taking as input the buoyancy ratio or the

propagating speeds. This model agrees reasonably well with the observed numerical

values.
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1. Introduction

Density currents are primarily horizontal flows generated by a horizontal density gradient. Since they are of practical application to

several atmospheric and industrial problems there has been extensive experimental, observational, theoretical and numerical research

on density currents, following the early works of von Kármán (1940) and Benjamin (1968). Much of this has been summarised and

reviewed by Simpson (1997) and Linden (2012). Thunderstorm outflows and sea breezes have been shown to resemble density currents,

by laboratory experiments (Simpson 1969), field observations (Mueller and Carbone 1987) and numerical models (Droegemeier and

Wilhelmson 1985).

Many theoretical models, based on energy conservation theory, have considered only irrotational flows. However it is well-known

that horizontal density gradients lead to baroclinic vorticity generation (Simpson and Linden 1989), and density currents may also be

modelled using a vorticity formulation (e.g. Kay 1992; Liu et al. 2003). Rotunno et al. (1988) used the vorticity formulation to model

the phenomenon of cold pools in shear flows. Xu and Moncrieff (1994) also recognized the “importance of vorticity dynamics for the

local flow in the vicinity of a density current”. Furthermore Nasr-Azadani and Meiburg (2016) have developed a vorticity-based model

of quasi-steady and supercritical (Fr > 1) gravity currents.

The interaction between density currents has also received some interest because, for instance, in the atmosphere the collision

between mesoscale fronts can be an important trigger for atmospheric convection (Findlater 1964). Intrieri et al. (1990) used lidar

field observations to examine aspects of three different colliding thunderstorm outflows. These revealed large vortex rolls and smaller

instabilities in the leading edge of the outflows. In addition, in all cases the colder, more dense outflow passed under the warmer

outflow, making the warmer air mass the primary source of the updraft. All these collisions initiated new convection. The collision

of sea breezes has been observed by Lapworth (2005) among others, and convective initiation due to colliding land breezes has been

modelled by Wapler and Lane (2012).

More recently, van der Wiel et al. (2017) have performed laboratory experiments on colliding density currents with different densities

and depths. These parameters have an important influence on the characteristics of the collision (see also Shin et al. 2004; Warren 2014).

As discussed by van der Wiel et al. (2017), even the simple case of (quasi) two-dimensional collision in a uniform environment has

proved difficult to parametrise with an analytical model. Hence, we concentrate on this basic case here. In the lower atmosphere, wind

shear (Xu 1992; Parker 1996; Liu and Moncrieff 1996; Xue et al. 1997; Lee and Wilhelmson 1997; Bryan and Rotunno 2014), ambient

stratification (Liu and Moncrieff 2000; Seigel and van den Heever 2012) and three-dimensional front structure (Droegemeier and

Wilhelmson 1985; Orf et al. 1996; Vermeire et al. 2011) may all modify the cold-pool collision process and effects. These additional

processes may begin to be included once the basic collision dynamics are described.

We show herein that the dynamics of two colliding density currents can be reproduced with an idealized two-dimensional, vorticity-

based model. In § 2 we replicate numerically similar situations to those of the laboratory experiments of van der Wiel et al. (2017). In

particular we focus on the pre-collision and collision stages. In § 3 we discuss some theoretical approaches to predict and explain the

shape and orientation of the frontal interface, and compare the predictions with the numerical simulations.

2. Numerical simulations

The laboratory experiments have been reproduced numerically using the numerical software package Hydra (http://

www-vortex.mcs.st-and.ac.uk/software.html∗) Hydra solves the Boussinesq-Euler equations for the flow of an

incompressible fluid in two dimensions, vertical and horizontal. Buoyancy (also known as reduced gravity) is approximately conserved

following the flow, up to the action of numerical diffusion. The distribution of buoyancy governs the creation of baroclinic vorticity, and

∗Accessed online on 24 February 2017.This article is protected by copyright. All rights reserved.

http://www-vortex.mcs.st-and.ac.uk/software.html
http://www-vortex.mcs.st-and.ac.uk/software.html
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the vorticity redistributes the buoyancy. Numerical solution is by the combined Lagrangian advection method, (CLAM, see Dritschel

and Fontane 2010, for more details), which preserves the small-scale flow structures at high accuracy. This allows the problem of

density-current collision to be recreated in an idealized framework, with minimal diffusion and no possibility of along-front variation.

Hence, the basic processes may be isolated and quantified.

The dynamics produce entrainment and mixing as would be expected, so that fluid elements of different densities can mix quite

thoroughly. There is no parametrised diffusion to homogenize the densities at the grid scale following this mixing, although numerical

diffusion will act in this manner to some extent. Despite these simplifications, over the relatively short timescales of these simulations,

the resultant dynamics are expected to still represent the significant features of the flow, and the numerical results closely resemble

the flows in the laboratory experiments of van der Wiel et al. (2017), as shown in the following and in the animations presented

as supplementary material. Results from the numerical model have also been compared previously with experiments on billows in

stratified flow by Carr et al. (2017).

2.1. Model description and initial configuration

Hydra solves the following dimensionless equation set on a two-dimensional (vertical and horizontal) rectangular domain, where

overbars denote dimensionless variables,

Dη̄

Dτ
=
∂b̄

∂x̄
(1)

Db̄

Dτ
= 0 (2)

∇̄ · ū = 0, (3)

where u = (u, 0, w) is the velocity field in two dimensions. η is the vorticity component normal to the plane of the flow, all other

components being zero. The dimensionless time, horizontal coordinate and vertical coordinate are denoted τ , x̄ and z̄ respectively.

Their relationships to the equivalent dimensional variables t, x and z, and the non-dimensionalization of the flow variables, will be set

out below. There is a free-slip boundary condition at all the boundaries of the rectangular domain. The domain is of height H and

length L. Initially, the two patches of fluid denser than the background occupy regions in the lower corners at either side of the domain,

of length l and depth D (i.e. the same for each current), see for example figure 1.

The current on the l.h.s. is denoted current 1 and the other is denoted current 2. The buoyancy is given by b = g∆ρ/ρ0, where

∆ρ = ρ0 − ρ, ρ is the density and ρ0 is the uniform ambient fluid density away from the denser patches. The initial density scales are

in proportion ρ0 ≤ ρ1 ≤ ρ2. That is, current 2 is the more dense.

A uniform ambient density reduces the complexity of the system, since there is no influence of ambient stratification to consider. Its

counterpart in the real atmosphere is the deep, well-mixed atmospheric boundary layer, such as occurs in the afternoon on days prone

to convective activity. It is therefore also a suitable background state for idealisations of convective cold-pool collisions.

The precise initial distribution of the buoyancy (see figure 1) is specified as follows:

b̄(x̄, z̄) =
[
−1

2
b1 · erfc{(x̄− l)/ε} − 1

2
· b2 erf{(x̄− L+ l)/ε} − 1

2
b2

]
· φ(z̄), (4)

where

φ(z̄) =
1

2
erfc{(z̄ −D)/ε}, (5)This article is protected by copyright. All rights reserved.
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Figure 1. Initial (τ = 0) distribution of the absolute value of the buoyancy, |b̄(x̄, z̄)|, for simulation 6 as in table I.

describes the variation in height of the buoyancy (to perform partial-depth simulations) and ε = 0.02l describes the thickness of a

transition zone between the current and the background flow. Moreover

erf(x) =
1√
π

∫ x

−x
e−s

2

ds, erfc(x) = 1− erf(x), (6)

are the error function and its complementary, respectively.

The variables are non-dimensionalized relative to the denser current,

x̄ = x/l, z̄ = z/l (7)

τ = t/
√
l/|b2| (8)

η̄ = η/
√
|b2|/l (9)

b̄ = b/|b2| (10)

ū = u/
√
|b2|l (11)

The numerical solution will depend on the dimensionless parametersD/H, l/L,H/L and rg = b1/b2. Here, simulations for different

D/H, H/L and rg are conducted, varying D and H while we keep l = 1 and L = 8 fixed, see table I. As will be seen, variation in rg

was achieved by keeping b2 fixed and varying b1.

Simulations 25–27 on the square domain had a horizontal resolution of 256 points, and all others had a horizontal resolution of 512

points. The vertical resolution was in proportion, according to the domain aspect ratio H/L, so as to obtain square grid cells; thus

256 points for simulations 25–27, 64 points for simulations 1–5, etc. The numerical Reynolds number may be estimated from the grid

resolution to be Renum & 106 (Carr et al. 2017, § 4.2.2), bearing in mind that these simulations are two-dimensional.

2.2. Results

In this section we present the numerical simulation results for the pre-collision (see figure 2) and collision phases. Animations of some

of the simulations are available as supplementary material. For quantitative analysis, we concentrate on the partial-depth simulations,

since these will be more representative of cold-pool type flows in the lower atmospheric boundary layer.This article is protected by copyright. All rights reserved.
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D H rg

0.99 0.75 0.49 0.33 0.25 0.20 0.15 0.05
1 1 1 2 3 4 5

1/2 1 6* 7* 8* 9 10* 11* 12*
1 2 13 14 15 16 17 18 19 20
1 4 21 22 23 24
1 8 25 26 27

Table I. The numerical simulations and their dimensionless parameters. The domain is of height H and length L, and each current has initial depth D and length
l. The buoyancy ratio of the currents is given by rg . The simulations are numbered as shown in the table body. Simulations marked with an asterisk (*) were
repeated with the l.h.s. current only to generate the single-current data.

Figure 2. Snapshot of buoyancy distribution before the collision for simulation 9 at time τ = 8.

2.2.1. Pre-collision propagation speed

We investigate the pre-collision phase by considering the horizontal propagation speed of current 1 for different rg . One way to describe

this is via the dimensionless horizontal propagation speed given by the Froude number (Fr):

Fr =
U√
bD

, (12)

where U is the current propagation speed.

Several theoretical versions of Fr based on the initial fractional depth of the current have been developed (Benjamin 1968), (Rottman

and Simpson 1983), (Shin et al. 2004). In particular in Shin et al. (2004), for Boussinesq currents, Fr is expressed as follows:

Fr = FS =

√
2−D/H

2
, (13)

where D and H represent the fluid depth and the tank height respectively. Equation 13 has been compared by van der Wiel et al. (2017)

with values given by laboratory experiments.

Fr was calculated from the numerical simulations using (12). For this, b and D are given a priori. The speed U was calculated by

tracking the leading edge of the density-current front for several timesteps, using the buoyancy field as a tracer, and then taking the

mean value.

The results of the comparison between (12) and (13) are shown in figure 3. Equation 13 is shown to be a good predictor for the

magnitude of the propagation speed in the constant-velocity phase, especially for rg ≥ 0.49 although the agreement for D/H = 1/2 is

better than that for D/H = 1/4.This article is protected by copyright. All rights reserved.
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Figure 3. Froude numbers versus rg . Error bars show one standard deviation with respect to the mean of density current speeds for different time steps. Continuous lines
are theoretical values based on (13). The simulations are a subset of those listed in table I.

We have calculated (12) also for the single density current case, for H = 1 and D = 1/2, as also shown in figure 3. The single-

current simulations are initialised as the two-current simulations but omitting the dense fluid on the r.h.s. In the single-current case the

current propagates faster than if there is a current on the other side, as is shown by the Froude number being greater by up to approx.

16% in these experiments. This means that in the two-current case, the presence of the second current exerts a small influence on the

propagation of the first current, even before collision. It is expected that this effect is greater here, in a purely two-dimensional domain

of limited extent, than it would be in the atmospheric boundary layer.

Given that the single-current speeds appear to be more uniform with rg , the slight fall-off of the speed of current 1 at lower rg

values seems to be an effect of having an oncoming density current of significantly greater momentum, therefore presumably driving a

relatively stronger opposing flow in the ambient.

2.2.2. Collision characteristics

In this section we present the numerical results for the collision of two density currents. The numerical simulations presented here are

able to reproduce the main features of the collisions observed in the laboratory experiments of van der Wiel et al. (2017). For direct

comparison between the numerical simulations and laboratory experiments, see the supplementary videos S1 and S3, to be compared

with with videos S1 and S2 of van der Wiel et al. (2017).

Figure 4 shows Hovmöller diagrams based on the lowest level of the gridded model output for simulations 13 and 16. Before

the collision the two currents propagate at certain speed (which we have found different from the single current case, as shown in

the previous section). After the collision the denser current propagates at slightly slower rate than before the collision, for the non

symmetric case (rg = 0.33). Also, there is mixing occurring in the collision zone. This is in agreement with van der Wiel et al. (2017),

fig. 8.

For comparison with the Hovmöller plots, and with the experiments of van der Wiel et al. (2017), examples of the buoyancy and

vorticity fields during symmetric and asymmetric collisions are shown in figure 5. The vorticity distributions in these cases show a

significant difference at the interface. Namely, in the symmetric case (figure 5b) the frontal vortex sheets combine into a vortex pair

that propagates vertically upward, whereas in the asymmetric case (figure 5d) the stronger vortex sheet at the front of the more dense

(r.h.s.) current remains spanning the depth of the interface while the weaker vortex sheet is deflected upward along it.This article is protected by copyright. All rights reserved.
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Figure 4. Hovmöller diagrams for simulation 13 (left) and simulation 16 (right) at height z̄ = 0.

2.2.3. Interface shape

The interface shape may be characterized to some extent by its angle γ to the horizontal. Figure 5 indicates that the angle is not constant

with respect to time, and figure 6 shows that the interface shape becomes more complex at later times. Nonetheless, the measured angle

at a particular dimensionless time post collision indicates how the interface varies from one simulation to another.

The angle between the two fluids, with respect to the horizontal line is given by:

γ = arctan

(
∆z

∆x

)
(14)

The algorithm to calculate the angle is based on finding the coordinates of discontinuities at two different vertical levels in the buoyancy

profiles (i.e. where the two fluids meet).The vertical levels were taken from the interface, identified by the buoyancy discontinuity, in

the height range between 0 < z̄ < D/2. Three points in the upper part of this range were considered along with two points in the lower

part, to generate six values of the interface angle. From these, a mean and standard deviation were calculated. We calculated the angle

at time τ = 0.5 after the collision. The results are shown in figure 7, for different rg and for different H and D. It can be seen that the

angle does not have a clear dependence on D/H, although generally increases with increasing rg .

2.2.4. Collision maximum height

Another important feature of the collision is the maximum height reached by the two fluids. In an atmospheric context, this may be a

significant factor in whether colliding cold-pool fronts are able to initiate new convective cells.

In the symmetric case rg = 0.99, the front is almost vertical (figures 5c, 7), while in the asymmetric cases (rg < 0.99) the front is

tilted. For later time steps in the non-symmetric case the denser fluid propagates underneath the less dense fluid, compare figures 5a

and 5c. Recall that this type overlapping was also observed by Intrieri et al. (1990), and while it means that the perturbation height may

be insensitive to rg , it has a possible bearing on the properties at the source of the updraft. To illustrate this interaction, figure 6 shows

the simulation evolution after the collision. It can be seen that the maximum height reached by the fluid in the symmetric case (figure

6a) is comparable to the maximum height in the asymmetric case (figure 6b).

This figure also shows the spatio-temporal domain over which the maximum height has been calculated. This is done by counting

the number of gridboxes G at each level where the the absolute value of the buoyancy is above a threshold of 0.8rg , which takes into

account that different buoyancies may be present. In general G decreases with height. Then the maximum height is defined as the

height at which the last non-zero value of G occurs.This article is protected by copyright. All rights reserved.
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(a) Buoyancy rg = 0.33 (b) Vorticity rg = 0.33

(c) Buoyancy rg = 0.99. (d) Vorticity rg = 0.99.

Figure 5. Time sequence of buoyancy and vorticity profiles for two different rg from the moment of collision. The simulations shown are the same of figure 4.

The results of this calculation are shown in figure 8. Since we vary both D/H and H/L in these simulations, the results are plotted

in two ways. Figure 8a shows the height normalized by the domain height H when D/H < 1 is fixed but H/L varies. Figure 8b shows

the height normalized by the initial current height D when D/H < 1 varies. Figure 8c shows the height normalized by the domain

height when D/H = 1. This last case represents the only direct correspondence in parameter space between the numerical simulations

and the laboratory experiments of van der Wiel et al. (2017), whose results are also plotted for comparison.

As previously found by van der Wiel et al. (2017), it is not possible to infer any strong relationship between the maximum collision

height and rg . Figures 8a and 8b show that, for these data, the collision height seems to scale primarily with D. Figure 8b shows

that, for D/H ≤ 1/2, increasing the relative height of the domain does not greatly affect the collision height, relative to the initial

current depth. Any effect due to the finite vertical extent of the domain would therefore seem to be quite small, and these simulations allThis article is protected by copyright. All rights reserved.
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(a) Buoyancy rg = 0.99. (b) Buoyancy rg = 0.33.

Figure 6. Evolution of buoyancy profile and of the height after the collision for the same simulations shown in figure 4.

Figure 7. The collision angle calculated from numerical simulations for different values of H and D. Error bars represent one standard deviation with respect to the mean
of the different angles measured at different heights of the buoyancy profile. The figure also shows the collision angle values calculated from theory. The dashed and solid
lines represent (18) for different values of the coefficient k.

produce maximum heights approximately in the range 1.2D–1.4D, i.e. higher than the initial height of the dense fluid. This contrasts

with the D/H = 1 simulations and experiments, in which the maximum height is of necessity restricted to be less than or equal to

D, and the results shown in figure 8c indicate typical values of 0.87D–0.98D. The domain would therefore seem to be restricting the

collision effects in this configuration.

Finally figure 8c shows that the full-depth simulations generally produce a slightly higher collision height than the laboratory

experiments. This could be due to dissipation in laboratory experiments, different boundary conditions (on 3 sides, and interface

movement on the 4th), and also 3-dimensional effects in the experiments, which might assist in lowering the height if there is a

possibility of sideways movement.This article is protected by copyright. All rights reserved.
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(c) Full-depth numerical simulations compared with the full-depth laboratory
experiments of van der Wiel et al. (2017).

Figure 8. Comparison of maximum collision heights: (a) numerical simulations with D/H = 1/2 for two values of H, (b) numerical simulations with the same D but
different H, and (c) comparison of full-depth (H = D = 1) maximum collision heights between numerical simulations and laboratory experiments.

3. Theoretical considerations

In the previous sections we have looked at the output of the numerical model solving (1–3), in particular in figure (7) the variation of

the collision angle with the density ratio rg of the two density currents. In this section we present a model of the collision angle † based

on the properties of the two incoming density currents. This will aid the future parametrization of these processes in large-scale models

which are unable to resolve the details of such flows.

The similarity between the numerical results presented here and the experiments of van der Wiel et al. (2017) indicates that the

idealized equations capture the essential features of the flow. Since the numerical model has buoyancy and vorticity as its dynamic

prognostic variables, this indicates that the baroclinic vorticity plays a crucial role in the front and collision dynamics. Thus the flow

has been modelled in terms of the vortex dynamics.

For a steadily translating density current, the vorticity generation is balanced to first order by the horizontal current motion. We

conjecture that during a density-current collision, this balance is lost, and takes some time to be recovered. This implies that the

dynamics during the collision are controlled by the motion of the current-head vortices which are already established.

Note that in the rest of this section we are concerned with the collision and its aftermath, hence time is taken as relative to the

moment of collision. That is, τ = 0 is re-defined as the collision moment, identified as the first contact of the density currents at the

lowest level.

†An alternative approach will be presented as supporting information.This article is protected by copyright. All rights reserved.



A
cc

ep
te

d 
A

rti
cl

e
3.1. Vortex-pair model

It is well-known (e.g. Lamb 1945, Article 155) that two isolated line vortices rotate around the centre of their system with angular

velocity

Ω =
Γ

2πδ2
(15)

where Γ is the sum of the vortex circulations and δ is the distance between them. For vortices with different-signed circulations, the

centre of the system is on the far side of the stronger vortex compared to the position of the weaker vortex. Here, if the heads of

the density currents are likened to regions of two-dimensional vorticity, considering the shear across the current indicates that the

magnitude of the circulation is proportional to the product of the current speed and head height, Γi ∝ Uih. When equal-height currents

interact in a collision, therefore, the net angular velocity of fluid in the collision zone may be approximated by

Ω ∝ U2 − U1

h
(16)

assuming that the separation of the centres of circulation is also proportional to the head height, i.e. δ ∼ h. For two vortices, the net

circulation sets the direction of rotation of the pair. Likewise, the direction of the circulation here will be in the same sense as the

circulation in the faster i.e. denser current. This implies that the relatively less-dense current will move over the top of the denser

current, as is observed.

The currents have very similar front shapes and heights prior to collision so we assume that the collision interface starts from the

vertical, and that the angle will evolve simply as the product of Ω and time. This gives the front angle β to the vertical at time t after

collision as

β = k0
U2 − U1

h
t

= k0Fr
√
b2

(
1−

√
b1/b2

)
t√
h

= k0Fr
(

1− r1/2
g

)
τ

(
l

h

)1/2

(17)

where Fr is the Froude number defined in (12) and k0 is an unknown proportionality constant which absorbs the ratio h/D ≈ 0.5 in the

Fr definition. We have assumed that, with the Boussinesq approximation, the Froude numbers of the two currents are approximately

equal, which is a common assumption, see for example (13). (Here they have small differences in the range 0–0.1.)

This model is approximate, and is only expected to apply for a short interval during the collision. Nonetheless, it has two implications.

The first, from (15), is that, at a given dimensionless time after collision, the angle is proportional to the net circulation in the collision

zone. This follows fairly immediately from the application of this type of model. The second, from (17), is a parabolic dependence of

the measured angle on the density ratio, with a vertical interface in the case rg = 1.

The first of these relationships may be tested by considering the total, or net, vorticity in a region of the simulation domain (always

of the same area) at a particular time after the collision, and covering the point of collision. An example of the vorticity evolution in

such a region is shown in figure 9.

Figure 10 shows how this net vorticity, taken to be equivalent to the circulation per unit (constant) area of the box over which the

vorticity is summed, varies with the mean interface angle measured at the same time. In this plot the net vorticity is multiplied by the

time interval since the collision to correspond more closely to (17). It can be seen that the data appear to follow a general linear trend

with increasing net vorticity, which is in agreement with the model prediction.This article is protected by copyright. All rights reserved.
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For the second, the angle to the vertical at any particular time τ is given by (17). Taking τ = 0.5 the angle to the horizontal is then

γ =
π

2
− β =

(
π

2
− k
)

+ k r
1/2
g . (18)

The coefficient

k =
k0

2
Fr
(
l

h

)1/2

. (19)

may be determined from the numerical results at τ = 0.5.

Figure 7 shows the comparison of the theory with the numerical values. The relatively small range of 3/2 ≤ k ≤ 5/2 covers most of

the spread of angles calculated numerically, hence a value of k = 2 may be taken as representative. Hence

k0 ≈ 4 Fr−1

(
l

h

)−1/2

. (20)

Figure 9. Snapshot of the vorticity field 2 output time steps after the collision for different rg (simulations 13-20 in order from right to left), in the two dimensional domain
where we have integrated η as in figure 10. The width of the domain is the same for all rg , and equal to 0.2L.

Figure 10. Relationship between the integral of the vorticity in the 2D box as described in figure 9 at τ∗ = 0.5 post-collision and the collision angle measured for
simulations 13-20 as in table I, with a colorbar representing rg .
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This simple model of the angle dependence obtained from approximating the vorticity dynamics would not seem to be derivable

from considerations of conservation of energy or momentum alone, but despite its simplicity and approximate nature it fits the data

reasonably well. Also, as has been shown, the present results from a numerical model in which the main variables are vorticity and

buoyancy reproduce many of the features of the experiments of van der Wiel et al. (2017) (see also the supplementary flow animations).

This demonstrates that the consideration of vorticity is crucial in fully understanding the dynamics of colliding density currents.

4. Conclusions and future work

We have performed numerical simulations of two colliding density currents in a limited rectangular domain for different buoyancy ratios

rg . These have been based around the recent laboratory experiments performed by van der Wiel et al. (2017). Beside the buoyancy

ratios, we have also varied the height of the domain and the relative current depth, to investigate the effect of the rigid top lid and

also to make the simulation closer to a realistic atmospheric situation. We have considered only currents of equal initial depth, and of

one initial length relative to the domain length, to keep the parameter space to manageable proportions, and to simplify the modelling

requirement. Investigating the other parameters could be the subject of future work.

We have looked at the slope of the collision front that forms since the denser current deflects the other fluid upward, and also at the

maximum height reached by the fluid raised after the collision. While we have found a large variation in the initial angle of collision

with rg , this is not the case for the maximum collision height. This is consistent with an interpretation of the front collision being

governed by the interaction of the vortex sheets at the current heads, which leads to unequal currents tending to circulate around one

another rather than to “splash” upward. We remark that this has possible relevance in determining which current interacts with the

source of any resulting convective updraft.

As noted in the introduction however, while the collision height is insensitive to rg in the basic case, other factors may produce

secondary effects. For instance, the position or maximum of collision height may vary if the fronts have appreciable curvature

(Droegemeier and Wilhelmson 1985), and the height perturbation may be transmitted vertically and horizontally by gravity waves

in a stratified environment (Liu and Moncrieff 2000). Further work in this area could involve the investigation of stratification effects

(also possible with Hydra), or wind-shear and front-curvature effects (perhaps with a large-eddy model).

A theoretical model, based on a vortex-pair argument, has been proposed to predict the interface slope at the front, taking as input

either the buoyancy ratio or the relative propagation speeds of the currents. This has been shown to agree well with the results of the

simulations.

In the wider context of convection parametrization, increasing model resolution (in time and space) produces a requirement for better

understanding of the dynamics, rather than merely the thermodynamics, of atmospheric convection. Hence, triggering by convective

cold pools has become an area of current interest (e.g. Grandpeix and Lafore 2010; Rio et al. 2013), since it represents one means by

which a dynamical “memory” prolongs the convective state. One proposed mechanism for cold pools overcoming convective inhibition

is kinematic uplift, either at the front of an advancing cold pool or where cold pools collide. It has been suggested recently (Torri et al.

2015, see also references therein) that this is the most important process for initiating parcel ascent from the surface layer, with

thermodynamic processes reinforcing the convective motion at higher levels. The insights into collision dynamics obtained here will

be useful in designing the future parametrization of the distribution, in position and strength, of collision-induced convective triggering.
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