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Abstract 

E-learning has been emerging for more than a decade, and institutions are increasingly adopting it 

to provide a better learning experience to their students. E-learning is the use of electronic means 

to deliver and receive education. E-learning offers a wide range of benefits (flexibility of time and 

space, cost effectiveness etc.), it also overcomes the shortcomings of traditional learning which has 

resulted in its vast adoption by the institutes. Despite its vast growth i.e. 17% per annum, the 

failures of e-learning are still at large. Whilst reviewing the literature concerning e-learning 

failures, it was identified that numerous barriers, which are hindering the promised benefits of e-

learning, are openly discussed in the literature. To understand these factors, the TIPEC framework, 

which structures e-learning barriers, was developed; to consolidate literature from the past 26 years 

(1990-2016). 259 papers concerning e-learning barriers, was included in the framework, to better 

understand the barriers that hinder e-learning implementation. TIPEC framework comprises of 68 

unique e-learning implementation barriers, which were grouped into 4 main categories, i.e., 

Technology, Individual, Pedagogy and Enabling Conditions. This thesis focuses on understanding 

the impact of the e-learning student’s individual culture orientation on technology related barriers 

within the Individual Category. The TIPEC framework highlighted e-learning failures and 

motivated this thesis to provide explanations and recommendations to support more successful e-

learning implementation and technology adoption, i.e. by accommodating student’s individual 

preferences. The objective of this thesis is to identify the role of individual cultural orientation in 

determining student’s expectation of services being offered in an e-learning setup and his/her 

preference and acceptance of technological component concerning which device he/she prefers to 

receive specific e-learning services. For that reason, data was captured from 560 higher education 

students of Pakistan; where there have been a lot of initiatives taken up by the government of 

Pakistan in past years to improve the state of education in the country. 

 

A study was carried out using a mono method approach and quantitative methodology, using 

structured questionnaire, to answer three research questions. Research question 1 explains the role 

of education as a service and assessment of students’ perception about the quality of higher 

education on the basis of services being offered by the institutions. After a detail review of 

literature, 8 Higher Education Service (HES) quality indicators (i.e. Course content, Lecturer’s 

Concern for Students, Facilities, Assessment, Social Activities, Communication with University, 
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Counselling Services and People), proposed by Kwan and Ng (1999), were selected to serve as the 

basis of my research experiment for question 1. These higher education services are checked for 

students’ preference, i.e. whether they prefer to receive these services through traditional/face to 

face education or via one of the six identified e-learning devices i.e. TV, Radio, Desktop, Laptop, 

Mobile and Tablet. Overall preference results showed that for 5 out of 8 higher education service 

indicators, students preferred two devices i.e. Laptop or Mobile. This suggests that students may 

be willing, for some services, to use e-learning devices instead of traditional face-to-face 

interaction. 

 

Literature suggested that attitudes towards adoption and preference of technological devices are 

influenced by cultural orientation. After the review of different concepts of culture i.e. national, 

organisation and individual culture, the phenomena of technology preference and acceptance was 

explored with reference to the culture at the individual level. This led to the development of second 

research question, i.e. does culture at the individual level play a significant role in device 

preference? An experiment was performed to analyse technology preference of students against 

the HES quality indicators proposed by Kwan and Ng, based on the cultural setting of the 

respondents at an individual level. Culture at the individual level was investigated by applying the 

Cultural Value Scale (CVSCALE), which is based on the Hofstede’s five cultural dimensions 

(Power Distance, Uncertainty Avoidance, Masculinity/Femininity, Individualism/Collectivism and 

Long term/Short term Orientation) enhanced for measurement at the individual level. Three 

significant clusters of culture at the individual level were found. Cluster 1 was highest in Power 

Distance and highest in Masculinity, and they preferred face to face learning. Cluster 2 is the 

highest in Uncertainty Avoidance and lowest in Power Distance preferred Mobile for learning 

activities. Cluster 3 students were lowest in Uncertainty Avoidance, highest in both Collectivism 

and Long-term Orientation, they preferred Laptop for most of the higher education service quality 

indicators. This answered the second research question i.e. to improve student satisfaction with his 

university experience, we have to keep in view their culture orientation, as their preference varies 

across the multiple HES quality indicators and the devices available to receive them. If we do not 

accommodate their individual cultural preferences, we risk reducing the student satisfaction 

towards the e-learning experience. 
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Second research question led to the formulation of third research question which investigates the 

role of culture at the individual level in determining the factors predicting technology acceptance. 

The extended model of Unified Theory of Acceptance and Use of Technology (UTAUT2) was 

developed by Venkatesh, Thong and Xu (2012) using 8 previous technology acceptance models. 

This model was adapted for this study. Based on individual culture based cluster segmentation, 

acceptance of Laptop and mobile (the two preferred devices) for 3 significant clusters were 

checked. Results showed that acceptance for Laptop and Mobile significantly varied across the 

three cluster segments. For Cluster 2 and Cluster 3, which preferred Mobile and Laptop 

respectively, different combinations of variables were found to be statistically significant 

determinants of the student’s behavioral intention towards the use of their preferred device. 

Conclusion is drawn on the basis of results of three research questions and future recommendations 

and limitations are then mentioned in detail. 
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Chapter 1  
 

Introduction 

1.1. Introduction 

This chapter gives the overview of the thesis entitled “E-learning Challenges: Impact of student 

culture at the individual level on e-learning device acceptance”. First of all, a brief review of 

literature is written to identify the research gaps related to the research problems of my study. After 

that the research questions are introduced, the research objectives and aims are mentioned which 

will be achieved after answering the three research questions. Finally, the structure and a brief 

introduction of all chapters is mentioned. 

 

1.2. Theoretical Background 

Education and its role in the development of individuals and society is one of the key factors to the 

economic prosperity of any nation. Education is primarily delivered using the traditional approach, 

i.e. face to face learning, however, learning is increasingly delivered via use of technology devices 

i.e. e-learning or blended learning. Understanding the role of e-learning, as a tool for rapid and 

broad development of higher education, is a basic requirement; especially for developing countries. 

E-learning has gained much attention from researchers across a range of diverse cultures and 

contexts (Lin, 2010); with many researchers extolling e-learning over traditional learning for its 

advantage of being used in a blended mode (Zengin, Arikan, & Dogan, 2011). E-learning facilitates 

remote students with the opportunity to interact with experienced teachers or professors (Wang, 

Zhu, Chen, & Yan, 2009), which has resulted in significant demand; especially in developing 

countries.  

 

The robust growth of e-learning is making academicians and practitioners focus on antecedents 

and consequences of its successful implementation (Lee, Yoon, & Lee, 2009). Undoubtedly, e-

learning has numerous advantages like interactivity, personalised instruction and independent 

learning (Flores, Ari, Inan, & Arslan-Ari, 2012), but at the same time, there are many 

issues/problems in the adoption of e-learning (Park, 2009). Despite the wide range of features and 
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benefits, e-learning is facing a lot of implementation barriers. The dropout rate of e-learning 

students is around 20-40%, whereas traditional face to face teaching has a dropout rate of only 10-

20% (Lykourentzou, Giannoukos, Nikolopoulos, Mpardis, & Loumos, 2009). Accordingly, there 

is a need to identify the barriers that hinder the successful implementation of e-learning. There are 

a good number of studies which proposed different barriers that led to the failure of e-learning in 

the respective cases. 

 

Like higher education, e-learning is also deemed as a service, and like all other services, it has a 

prospect customer, i.e. student or individual. The perception of quality of education being delivered 

will be determined by the student. There are different studies in literature explaining the factors to 

determine the quality of education provided by institutions (Kwan & Ng, 1999; Watson, Saldaña, 

& Harvey, 2002; Levy, 2008; Lee, Yoon, & Lee, 2009; Jung, 2011). To check the quality of 

education of e-learning institutes, these studies propose certain factors which are to be measured 

and checked. In the case of e-learning, the student perception of quality towards these factors will 

help us understand why e-learning is a success or not. As student is the key stakeholder in 

education, success and failure of education delivered will depend on his/her perception (Tao, 

Cheng, & Sun, 2012). Also, individual attributes like self-direction, motivation, and perception 

towards technology being employed in e-learning, are reasons mentioned in the literature resulting 

in high dropout rates (Martinez, 2003; Mysirlaki & Paraskeva, 2010).  

 

Culture plays a very significant role in the development of these attributes. Triandis (2000) reported 

that choice of an individual related to anything including the perception and acceptance of 

technology will also be influenced by cultural orientation. Culture is defined as the set of values, 

beliefs, morals and laws of society (Tylor, 1871). There are various concepts of culture, i.e. national 

culture, organisational culture and culture at the individual level. National culture explains the 

cultural variation based on nations and countries, whereas the organisational culture explains on 

the basis of behaviour exhibited in an organisational setting. Both of these concepts have been 

applied in literature and been used widely in different fields. However, when it comes to explaining 

cultural variations of individuals, both national and organisational culture lack the questions and 

constructs to explain the phenomena (Srite & Karahanna, 2006; Straub et al., 2002). A study in 

2011, by Yoo, Donthu, and Lenartowicz, proposed a scale to overcome the shortcomings of 
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national culture and organisational culture. They modified the constructs of each of Hofstede’s 

national culture dimensions and explained the cultural variance at the individual level. The primary 

user of technology is an individual, which means we cannot use the dimensions of national or 

organisational culture to assess the behaviour and attitude of the student towards technology. 

  

Technology used to deliver e-learning can be categorised into two categories, i.e. Devices and 

Applications. This research focuses on consideration of device use, i.e. the physical tool used to 

host the applications and support information transfer. The researcher believes that use of the 

device is critical and fundamental to the user (i.e. student) engaging and adopting e-learning 

applications and content. Devices used to support e-learning include: TV, Radio, Mobile, 

Desktop/computer, Laptop and tablets. As e-learning depends on a technology component (e.g. a 

device), student’s perception and acceptance of a certain device play a significant role in 

understanding/explaining e-learning dropout rates.  

 

Technology acceptance is a widely used concept when it comes to explaining the behaviour of 

people about technology, whether they want to use it or not. There are a number of models 

explaining the concept of technology acceptance, including DOI, SCT, TRA, TPB, TAM, TAM2, 

A-TAM, UTAUT and UTAUT2. The UTAUT2 model helps to explain the behavioural intention 

towards the technology combining all the previous eight models of technology acceptance. The 

assessment of technology acceptance while considering the influence of culture is also an important 

topic of discussion in recent studies (Baptista & Oliver 2015; Tarhini, Hone, Liu, & Tarhini, 2017). 

 

Based on the above discussion, the problem statement for this research can be stated as “If we can 

understand factors impacting the individual student, i.e. that are impacting his/her decision to 

use or not to use a certain e-learning device, we can improve student satisfaction towards e-

learning.” 
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1.3. Research Questions 

Brief review of literature leads us to develop the following research questions 

RQ1: Is a student willing to switch to e-learning from a Traditional i.e. Face to face setup at higher 

education institutes? If yes, then does (s)he prefer a single device for all higher education services? 

RQ2: Does e-learning student’s individual culture impact his/her device preference across the 

higher education services? 

RQ3: Does e-learning student’s individual culture impact his/her technology acceptance towards 

the preferred device(s)? 

 

1.4. Research Aim and Objective  

Looking at the background domain of the current study, it is evident that engagement of 

individuals, i.e. students, is key to the success of e-learning. The aim of the study therefore to 

identify the role of individual cultural orientation in shaping student’s expectancy of services being 

presented in an e-learning format, and to explore the impact of student’s culture at the individual 

level in determining the preference and acceptance of devices being used for e-learning. If a 

researcher wants to check how people will respond to a new technology, should culture be 

considered routinely in e-learning implementation projects? Does culture play a significant role in 

the formulation of behaviour and decision making? In order to investigate the role of culture, the 

three research questions will be answered, and evidence will be provided whether or not individual 

culture impact preference and acceptance of e-learning devices? In other words, the three research 

questions would be answered if the following objectives are achieved. 

 

1.4.1. Research Question 1 (RQ1) Objectives 

 Review of the literature concerning higher education services, in order to define the factors that 

determine higher quality e-learning education. 

 Description of different technologies in e-learning. Justification concerning the selection of 

user preferred categories of technology, so the current study is designed for application in 

higher education services and focuses on the student’s preference. 
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 Identifying higher education services that student prefers to use and define an understanding of 

the selected technology category for e-learning; in comparison to those higher education 

services for which the student wants to have a face to face/traditional interaction.  

If results show that students prefer to receive the higher education services using selected categories 

of technologies, compare preference of technology against face to face structures for receiving the 

services. This would answer the first research question by identifying whether a student is willing 

to switch from the traditional format of learning to technology based e-learning. 

 

1.4.2. Research Question 2 (RQ2) Objectives 

 Consider different concepts of culture, and define and justify the selection of a certain concept 

of cultural assessment for the current study. 

 Use the selected concept of culture to differentiate amongst the students/individuals and create 

groups based on cultural orientation. 

 For these cultural orientation based groups, check user/student preference. A comparison of 

both preferences, i.e. without cultural orientation (research question 1) and with cultural 

orientation, should be performed. 

If the difference is found as a result of considering cultural orientation based preference, this would 

answer the second research question. 

 

1.4.3. Research Question 3 (RQ3) Objectives 

 Consider existing technology acceptance models and/or produce an explanation of the different 

concepts and models of technology acceptance. 

 Provide a justification and critique concerning which technology acceptance model should be 

selected to be used in the study; ensuring discussion of limitations of other models. 

 Using the selected technology acceptance model, this work will see if there is a difference of 

acceptance, with reference to cultural orientation, for the selected technology categories.  
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If the difference in acceptance is based on cultural orientation, this work will validate it, which will 

answer the third research question. 

 

The research findings will help researchers and policy makers of higher education to see whether 

cultural values need to be carefully considered and managed whilst introducing any new reform in 

the field of education.  

 

1.5. Structure of the Thesis 

Chapter 2: The detailed review of literature will be explained. This chapter explains and 

provides literature based evidence and justifies the three research questions from literature. Firstly, 

literature concerning education, modes of education, e-learning, technologies in e-learning, 

benefits and case studies (i.e. both failure and success), and consideration of e-learning 

implementation barriers, will be explained and a framework will be proposed that will organise 

those barriers. Discussion concerning categorisation of barriers will lead us to identify research 

gaps, which would logically justify the three research questions in detail.  

 

Chapter 3: This chapter will provide detail of the research methodology that will be used to 

investigate the three research questions within this study. It will critically justify the most 

appropriate research philosophy, research strategy, research design, survey strategy, population 

selection, sampling, method of data collection, and data analysis for the current study. Chapter 3 

will also provide the theoretical justification concerning the methodology and techniques adopted 

for the three experiments based upon the three research questions. Each of the research questions, 

one by one, is discussed and justified on the basis of results in chapter 4, 5 and 6 respectively.  

 

Chapter 4: This chapter will expand research question 1, and will describe the first experiment 

of the study. This chapter will justify that education and e-learning are services and the student is 

the prospective customer of the higher education services provided by the Higher Education 

Institutions (HEIs). Then it will elaborate factors to measure the quality of higher education and 

justify their use for this study. Then the discussion about different technologies available in e-

learning will lead towards the selection of technological devices for my data collection. After data 
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collection and analysis, the conclusion will be presented based upon the results reported. This will 

answer the first research question. 

 

Chapter 5: This chapter will start with a discussion of culture and will include consideration of 

different concepts of culture that have evolved over time. Then critique on each culture will be 

explained. Selection of culture at the individual level and the concept of selected culture measure 

will be justified. Lastly, data collection and analysis will be explained. Comparison of culture based 

preference and simple over all preference is drawn. This will answer the second research question. 

 

Chapter 6: Results of chapter 5 will tell us which technological device is preferred by the 

different types of students, and this chapter will investigate the acceptance of those preferred 

device(s). This chapter will talk about different models of technology acceptance. The evolution 

of concepts of technology acceptance will be explained along with the limitation of each concept. 

After that, selection of the most relevant technology acceptance model will be justified by 

providing supporting literature evidence. Then data collection, analysis and cluster based 

acceptance will be checked. At the end, results of technology acceptance will be compared 

considering the cultural orientation. This will answer the third research question. 

 

Chapter 7: This chapter will conclude the findings of all three experiments performed and 

discussed in chapter 4, 5 and 6. It will explain the answer for each of the 3 research questions, and 

provide a collective justification, implication and future research options based on the overall 

results of this study.  
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Figure 1.1 Structure of Study 
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Chapter 2  
 

Understanding E-learning Implementation Barriers 

 

This chapter provides a detailed review of literature related to the fields of education, e-learning, 

barriers of e-learning, technologies in e-learning, case studies concerning the implementation of e-

learning in different countries, and importance of culture in determining technology adoption and 

acceptance. Firstly, education and its role in the society is reviewed. This review leads us to a 

comparison of traditional education vs e-learning, which is followed by consideration of the various 

benefits of e-learning. After discussing the benefits, different case studies are mentioned to assess 

the implementation of e-learning and the benefits achieved. This led the discussion towards the 

barriers faced in e-learning, which resulted in the formulation of the TIPEC (Technology, 

Individual, Pedagogy and Enabling Conditions) framework which categorises 26 years (1990-

2016) of published literature related to barriers of e-learning implementation. Later on, a detailed 

discussion of the individual (student) related barriers is expanded, and the impact of culture, at the 

individual level, on e-learning student technology acceptance is considered. Research questions 

based on the identified research gaps are mentioned at the end of the chapter, which logically 

creates a pathway towards investigating the majority of the technology based barriers being faced 

by an e-learning student.  

 

2.1. Education  

Economists have measured and recognised the education as an important factor effecting an 

individual’s own lifetime earnings (Heckman, 2008). Education is a fundamental right of all human 

beings and is crucial for both individuals and nations that wish to excel (Sandkull, 2005). Education 

has also been stated as the highest year of schooling completed by an individual (Wang, An, Chen, 

Li, & Alterovitz, 2015; Freedman, Kaner, & Kaplan, 2014). Education is referred to as the 

preparing of an individual for his/her better life through systematic design schooling and teaching 

(Bleyer, Chen, D’Agostino, & Appel, 1998; Crawford, 1987; Dantas, Aguillar, & dos Santos 

Barbeira, 2002). Education is often seen as a means to accumulating human capital, which can later 

be used in the marketplace (Martín-García & Baizán, 2006), and is deemed as the crucial factor in 
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the development of the human work force; preparing them to compete in every aspect of life and 

also has a direct impact on national development (Christou, 1999; Tomusk, 2002; Machado & 

Lussana, 2008; Alhasan & Tyabo, 2013; Shah, 2015). 

 

2.2. Role and Impact of Education in Society Development 

Population is an asset of the country because economic growth of a nation is not only dependent 

upon the physical assets but also on the human resource available to that nation; and education is 

the most globally accredited tool that helps in the development of human capital (Javed, Khilji, & 

Mujahid, 2008). Ungku (1997) argued that education is very important in order to produce a literate 

and knowledgeable human force. Another study states that on average there is an approximate 

increase of 5% to15% in individual’s future earning, after an extra year of education (Temple, 

2001).  

 

Exploring the impact and benefits of education beyond the economic perspective, more recently, 

attention has been paid towards the impact of education on other social and personal aspects, such 

as criminal behaviour, health and mortality, and voting and democratic participation (Lange, 2006). 

Education has been shown to lessen crime, health improvement, lesser mortality, and increase 

political participation (Lochner, 2011). Education improves the living standards, develops 

industrial projects and resultantly gives high financial benefits (Javed, Khilji, & Mujahid, 2008; 

Outreach, 2005). Education and economic development are positively interlinked and give benefits 

to individuals and collectively to society as well (Stevens & Weale, 2004; Kakar, Khilji, & Jawad, 

2011). Countries with high enrolment rates in schools incline in terms of per capita income 

(Hanushek & Kimko, 2000). 

 

The overall impact of education is due to a combined effect of benefits provided by education; 

categorised in table 2.1. 
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Table 2.1 Benefits of Education 

 Benefits Related to Wages Broader benefits 

Individual/Personal benefits Higher Incomes Healthy individuals. Better 

life satisfaction 

Social/Community benefits Higher national income More Healthy population, 

Improved functioning society 

 

So, both individual and social impacts can be attributed to education, such as: improved health, 

reduced levels of crime, better-quality of public participation, and better satisfaction in life 

(Johnston, 2004). It is essential for countries that desire high economic growth to achieve high 

literacy rates (Kiani, 2010). Higher education is a leading factor when preparing an individual with 

the appropriate skills for future job requirements (Outreach, 2005). Higher education facilitate 

personal benefits, such as: higher rates of employment, higher salaries, and an improved living 

standard (Aziz, Khan, & Aziz, 2008). The benefits identified in the literature indicate that 

investment in the education sector will subsequently lead to improvement in the economic 

development of the country. Education delivery, however, has various formats. The most 

commonly used format (i.e. face-to-face teaching) is known as traditional learning.  

 

2.3. Traditional Learning 

Traditional, i.e. face-to-face-learning, has advantages of being familiar, close, and comfortable for 

both instructors and students (Baloian, Pino, & Hoppe, 2000). Traditional or face-to-face 

instructional environments encourage passive student learning, however, and ignore individual 

differences and needs of the learners, and do not pay attention to problem solving, critical thinking, 

or other higher order thinking skills (Banathy, 1994; Hannum & Briggs, 1982). Traditional learning 

incorporates different modes of leaning, i.e. distance learning, online learning and e-learning. 

Distance education and technology enhanced online learning, however, are not a new concept in 

the education industry. The origin of e-learning is not universally agreed (Harasim, 2000), however 

since the development of the world wide web, we see a shift from traditional education (e.g. lecture, 

discussion, and project based), to blended/hybrid educational strategies (e.g. case study, 
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mentorship, and small group work), with many institutions using total online educational strategies 

(e.g. self-directed learning, collaborative learning, and Forum) Lushnikova, Chintakayala, & 

Rodante, 2012). As we move from a traditional model of study to an online/blended model of study, 

we risk losing factors like: physical interaction, instructor personalised interaction/support, 

opportunity of instructor to learn about their students, etc. This shift from traditional learning to e-

learning has led to certain other factors, as the students enrolled for online education are unique 

individuals, coming from different countries, having different incentives, etc. (DeBoer, et al., 

2013). E-learning has become common and is described as use of electronic information system 

for confirming and creating knowledge. The aim of e-learning is to form an independent 

community from time and location by the means of information and communication technology. 

It has emerged as a challenge to many developing countries. It is a revolution rather than 

replacement in the field of education (Alkhateeb, AlMaghayreh, Aljawarneh, Muhsin, & Nsour, 

2010; Kwofie & Henten, 2011). 

 

Learning is the most vital activity in the current knowledge-based new economy characterised by 

industrial change, globalisation, increased intensive competition, knowledge sharing and transfer, 

and information technology revolution. The increasing use of networked computers, and 

achievement of telecommunication technology, i.e. the Internet, has been widely recognised as a 

medium for network-enabled transfer of skills, information, and knowledge in various areas 

(Carswell, 1997). The traditional context of learning is undergoing a drastic change. Individuals 

now commonly change careers, and move employers, several times throughout their lives. The 

notion of traditional education does not suit the new world of lifelong learning, in which the roles 

of instructor, students, and course are shifting. Teaching and learning are no longer limited to 

customary classrooms (McAllister & McAllister, 1996; Marold, Larsen, & Moreno, 2000). 

 

Comparing Traditional Learning to e-learning, we can see that traditional learning has the benefits 

of students being physically present in a classroom in front of the instructor, but a few 

disadvantages, like ignoring the demands of individual learners, or lack of customisation or 

consideration concerning the preference of the individual student. These drawbacks are better 

handled in an e-learning environment.  
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2.4. What is E-learning? 

 E-learning can be defined as the deliberate use of communication and networked information 

in coaching and learning (Naidu, 2006). 

 E-learning includes electronic systems, i.e. internet, computers, multimedia CDs in order to 

lessen the amount of expenses and save time (Mohammadi, Ghorbani, & Hamidi, 2011). 

 E-learning is an advanced product of information technology, which has evolved within the 

rapidly changing environment of education, to transfer knowledge and skills via network-

enabled systems (Manochehr, 2006). 

 E-learning uses the internet, and other technologies, to provide a wide range of solutions that 

can increase performance and knowledge (Liaw, Huang, & Chen, 2007). 

 

In summary, we can see that e-learning is technology based learning which involves different 

technology components, e.g. E mail, CD ROM, TV, Internet, Mobile Devices (Laptop, Mobile and 

Tablets) etc. in order to facilitate/enhance the learning exchange between instructors and students. 

Hence e-learning can be viewed as the learning that takes place through some technological 

component (both software and hardware), in which the individual student becomes the user/learner 

of the e-learning system. As the instructor and student have less physical interaction in e-learning, 

as compared to the traditional format of learning, it becomes increasingly important to ensure e-

learning student satisfaction, as the student has the option of getting this learning from a wider 

range of remote education providers. 

 

2.4.1. Applications of E-learning: 

There are mainly two modes of e-learning that are: Asynchronous and Synchronous. Asynchronous 

e-learning involves media like e-mail and discussion boards that support learning between teacher 

and students even when participants are not online. Asynchronous e-learning, which does not 

require the simultaneous participation of learners and instructors, refers to a learning situation 

where the learning event does not take place in real-time, i.e. people can learn at any time and in 

any location. Asynchronous e-learning is an “on-demand delivery” of learning, which gives 

learners more control over the learning process and content (Zhang & Nunamaker, 2003). 

Literature, however, implies that asynchronous learners feel isolated; sometime frustrated because 
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of the lack of intimate support and feedback (Gisondi, et al., 2010). Synchronous mode is different 

from asynchronous because it involves video conferencing and interactive interaction. 

Synchronous learning in literature is often seen as being sociable, as it avoids the frustration caused 

by isolation, and facilitates learners with systems that allow the learner to see the response of the 

instructor (Hrastinski, 2008). Synchronous e-learning, however, requires the simultaneous 

participation of all learners and instructors at different locations, which limits the participation of 

those who are not available at the time of the meeting. 

 

E-learning courses can be broadly categorised into these types: 

 Online distance learning courses: The majority of, if not all, instruction takes place online. 

Accordingly, there is minimal face-to-face meetings between students and instructor, either in 

the classroom or via video conferencing during the duration of the course.  

 Hybrid courses: In these courses, the instructor combines elements of online distance learning 

courses with traditional face-to-face learning. Online forums, web-based activities, multimedia 

simulations, virtual labs, and/or online testing may replace or augment a portion of classroom 

sessions. (Dabbagh, 2005). 

 

2.4.2. Benefits of E-learning 

E-learning helps individuals to overcome most of the hurdles that they face in traditional learning 

modes and provides an easy way to learn. E-learning’s key advantages are flexibility, convenience 

and the ability to study at one’s own pace at any time and any place with an internet connection. 

 

1. Cost is a very significant factor to evaluate that whether new technology is appropriate or not 

(Bartley & Golek, 2004). Online learning is seen to be cost effective as it can be delivered to a 

large number of students at the same time without any increase in the personal cost and achieves 

favourable outcomes. If higher education institutions can direct their attention towards online 

learning benefits and its potential in the educational sector, then it could be cost effective as 

compared to traditional educational models. Universities are still using technology in education 

but it is very limited. Courses for students should be well-designed and these new courses 

substantially minimise the cost of delivery (per student) by use of technology (Meyer, 2006). 
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It is no doubt true that start-up cost of online learning may be high, but the ongoing costs are 

much lower and the number of students attending the class is not limited by class size and/or 

timetabling (Bartley & Golek, 2004). E-learning environments have many advantages that have 

been observed globally and accepted as well. Cost is a very influential factor for the adoption 

of e-learning because it reduces the salaries of teachers, rent of buildings and the travelling 

expenses of the student. E-learning tends to be cheaper than traditional classrooms (Kruse, 

2002).  

2. Student engagement in online courses was measured by calculating the amount of time students 

spent on the course Web-site. Students generally showed a fairly high level of perceived 

learning (Arbaugh, 2000). 

3. E-learning provides more opportunities for human development and improves educational 

level. After secondary education, people look for more educational opportunities that align with 

their professional life. However, due to limited time, strict working hours, and cost, traditional 

learning does not commonly allow individuals to pursue the higher education (Kwofie & 

Henten, 2011). In these constraints, e-learning serves as a good solution towards further human 

development.  

4. In an e-learning environment, learners obtain online guidance and help from instructors. They 

usually perceive greater opportunities for communication than those in a traditional classroom 

(Hiltz & Wellman, 1997; McCloskey, Antonucci, & Schug, 1998) 

5. One major benefit of e-learning is ubiquity because individuals can enrol anytime; instead of 

being bound to the temporal structure of a semester. Ubiquity eliminates the barriers of time 

and geographical distance. Also, e-learning activity can accommodate diverse learning 

environments. (Koller, Harvey, & Magnotta, 2008).  

6. Temporal flexibility is a very beneficial aspect of e-learning, as students do not need to be at 

the university on a certain time/date, or search for teachers and classrooms; but can instead 

study whenever they feel free and they have internet access (Björk, Ottosson, & 

Thorsteinsdottir, 2008). E-learning gives opportunity to students to complete training at their 

own homes and can provide quick reference, which reduces the stress on learners (Kruse, 

2002).  

7. Consistent content is a benefit of e-learning because in traditional learning different teachers 

teach different material on the same subject (Cantoni, Cellario, & Porta, 2004). 
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8. There is a wide list of available interaction opportunities, especially in synchronous learning, 

i.e. between the learners and teacher; with students in large classes feeling that they can interact 

more intimately with teachers in an online environment (Kim, Liu, & Bonk, 2005). 

9. E-learning media serves as a transport for knowledge delivery, and reduces the cost of the 

student travelling to reach an institute in order to benefit from education (Kaur, 2013). 

10. According to the students, online learning is very beneficial for the development of virtual 

teaming as it is very important in today’s global business environment (Kim, Liu, & Bonk, 

2005).  

11. Learning through technology not only helps in education but also helps in professional life to 

increase their expertise (Kiani, 2010). 

12. E-learning students have the flexibility of time available to them. They are not constrained to 

reach the classroom at a certain fixed time. This flexibility leads to achieving a better balance 

between personal life, study, and work commitments (Radović-Marković, 2010). 

13. All students do not have the same-learning style. As a consequence of different options 

available as a combination of different modes and applications of e-learning explained above, 

the student can have room for various learning styles through different teaching activities 

(Banciu, Gordan, & Stanciu, 2012). 

14. E-learning provides a high level of interactivity among students and instructors (Radović-

Marković, 2010). 

 

In short, e-learning is shaping up as a low cost and high access alternative for traditional education. 

However, in spite of all these benefits of e-learning, it would be unjust to call it the best alternative 

for every university or country, unless we discuss and analyse the practical cases of e-learning 

implementation, whether it is as successful as its above mentioned benefits or not.  

 

2.5. Case studies of E-learning 

Thomas Pollack (2003) reported that over 95 percent of colleges and universities now use some 

form of e-learning system. There are many case studies of e-learning currently being used in higher 

education, yet it is noteworthy that many of the implementations face significant problems during 

implementation/adoption. For example: 
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• National University of Singapore is currently providing education to more than 9,000 graduate 

and 23,500 undergraduate students in multi-disciplinary courses.  Integrated Virtual Learning 

Environment (IVLE), an e-learning system has been used by the university since 1997 to 

deliver education (Bashar & Khan, 2007). The study showed that IVLE system has positively 

contributed towards the increase in human capital, productivity and skills in the labour force. 

• Ntinda et al. (2014) studies the deployment of the M-learning system in the University of 

Namibia and Rhodes students. Despite a low number of faculty, 800 students were enrolled to 

use the e-learning Mathematics system. Interestingly the programme pass out rate was low, 

which result in the development of a blended solution, i.e. the m-Learning System Enhancing 

Mathematical Concepts (m-LSEMC). This resulted in better administration and yielded better 

pass out rates (Ntinda, Thinyane, & Sieborger, 2014). 

• Motaghian et al. (2013) carried out in Iran collecting data from 115 universities to measure 

adoption of e-learning systems. Results showed that there is an increase in the adoption of the 

e-learning system among the instructors (Motaghian, Hassanzadeh, & Moghadam, 2013). 

• Saudi Arabian Higher Education Institutions have been promoting the use of e-learning systems 

within the country for quite some time. The aim is to improve the quality of education in order 

to benefit the students via the use of a technology component. Results of adoption studies, 

however, have shown that students are consistently reluctant to participate in e-learning 

courses/programmes preferring traditional face-to-face methods (Alenezi, Karim, & Veloo, 

2010; Al-Jarf, 2007; Alenezi, Karim, & Veloo, 2011).  

• Munyangeyo (2009) conducted a study in the Leeds Metropolitan University (UK) to access 

the e-learning system effectiveness. The results show that students and teachers were having 

problems using e-learning system due to a lack of resources, poor delivery of courses, and a 

lack of time (Munyangeyo, 2009).  

• E-learning system of Limkokwing University in Malaysia was developed in 2009. Salem and 

Salem (2015) used e-learning success model to measure the success of the e-learning system 

through PLS (Partial Least Squares), and reported that satisfaction amongst e-learning students 

is higher which makes this system effective. 

• Universities in developing countries especially sub-Saharan Africa are progressively adopting 

e-learning technologies for teaching, research and supporting students’ learning so as to reap 

the same benefits harnessed by the developed economies (Aguti, Walters, & Wills, 2014). 
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• “Education for All” was a vision proposed by the Government of Pakistan at the end of the 20th 

century, but the government soon realised that access to education could not be achieved 

without investing in the technological infrastructure and/or embedding this in education 

systems (Kashif, 2005; Anwar, Greer, & Brooks, 2006). Sadly, however, E-learning is not very 

popular in Pakistan and only a few institutions have focused on developing e-learning 

programmes (Nawaz, Hussain, & Zaka, 2013). Only two universities have specifically tried to 

adopt the model of e-learning; i.e. Allama Iqbal Open University (AIOU) and the Virtual 

University (VU). Allama Iqbal Open University (AIOU) was the first, in 1974, providing 

education via radio, television, (and later) online and offline workshops (AIOU, 2007). In the 

beginning, radio was used to deliver content, yet in 1999 computer, teleconferencing, and 

network options were added. Sadly, due to the issues of power shortage, poverty, lack of 

development funding, a lack of content development, and most importantly poor programme 

development, AIOU is the least preferred university in the country (Iqbal & Ahmad, 2010). 

The problems implementing e-learning systems has irrevicably impacted public perception 

concerning online solutions. In response to this, a second initiative was taken in 2002, with the 

establishment of a Virtual University (VU), to provide distance education inside and outside 

the country (Hussain, 2007), however with a literacy rate of only 56.2% (Malik, et al., 2015), 

e-learning has failed to deliver the Pakistan government’s promise of ‘Education for All’. The 

reason of these failures has been stated in literature as being: 

o Technical Difficulties (Bakari, Tarimo, Yngström, & Magnusson, 2005) 

o A lack of Computer knowhow (Reddi & Mishra, 2005) 

o Internet and Connectivity issues (Qureshi, Ilyas, Yasmin, & Whitty, 2012) 

o Load shedding of electricity (Sana & Mariam, 2013; Abdulaziz, Shah, Mahmood, & e 

Haq, 2012) 

 

These cases show that implementation of e-learning is a complex mix of failure and success factors, 

and that e-learning implementation is not ‘simple’; as sometimes perceived by HEI managers.  

Though e-learning courses are increasing in demand across the globe, at the same time e-learning 

students have a high dropout rate; 20-40% in normal course, and as high as 95% in MOOCs, 

compared to 10-20% in traditional learning (Lykourentzou, Giannoukos, Nikolopoulos, Mpardis, 

& Loumos, 2009)  This increasing demand, yet failure to maintain the standard of education, has 
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focused the attention of researchers to find out the root causes behind e-learning system failures 

(Lee, Yoon, & Lee, 2009). Although e-learning seems to be the right theoretical answer to many 

of the problems and limitations of traditional learning, the real challenge is to identify and address 

the barriers that are faced when implementing e-learning systems; i.e. the factors that hinder 

students and educators from reaping the benefits promised in its conceptual application. 

 

2.6. Barriers of E-learning 

To understand failure, it is important to identify the barriers that limit successful implementation 

of e-learning systems. Looking at the published literature, numerous papers were found that talked 

about different barriers; however, the focus of the individual papers was mostly restricted to 

discussing a very limited range of issues. There are number of studies explaining the barriers to e-

learning (Bakari, Tarimo, Yngström, & Magnusson, 2005; Croxall & Cummings, 2000; Kwofie & 

Henten, 2011) to name a few. However, to better understand the range and interaction of e-learning 

implementation barriers the researcher sought out to find/develop a framework that could structure 

the e-learning barriers mentioned in the published literature to date.  

 

Andersson & Grönlund (2009) aimed to develop a framework to summarise e-learning barriers 

available in the published literature. Their study draws a comparison between developing and 

developed countries and proposed four dimensional conceptual framework of barriers in e-learning 

and made a comparison of barriers that exist in developing and developed countries through a 

literature review of sixty research articles. Their framework categorised these sixty articles into 

four broad categories, i.e. Technological issues, Content issues, Individual issues and Context 

issues. There are numerous limitations of this study, since Andersson and Grönlund (2009) 

proposed the framework after viewing only sixty papers, which is not enough to effectively review 

the range of factors identified to date, and/or draw identify any significant conclusions.  

 

For the Technological category in Andersson and Grönlund (2009) framework, there are four 

barriers discussed i.e. Access, Cost, Software and Interface Design and Localization. Cost is not 

just a barrier related to technology as it can also effect students, teachers and instiutions alike. 

Furthermore, other barriers like Technology Infrastructure, Technical Support, Bandwith and 

Connectivity Issues, Software and Interface Design, Compatible Technology, Poor Quality of 
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Computers and Virus attack, which are related to Technology are missed by Andersson and 

Grönlund (2009). 

 

“Content Issues” which referred to the barriers related to the material provided for learning 

including Curriculum, Subject Content, Localization, and Flexibility. This category, however, also 

includes those barriers which do not fall into the domain of content material i.e. teaching and 

Learning Activities, Pedagogical Model, Support Provided for Students and Support Provided for 

Faculty. This category did not address other barriers like, mode of delivery (Saadé, 2003), 

reliability of online measuring instrument i.e. online assessment process (Arnold, 2014; Oh & Park, 

2009; van’t Hooft, 2008; Inglis, 2007), weak learning management system (Pratas & Marques, 

2012), hard to access digital libraries (Sana & Mariam, 2013; Berryman, 2004), lack/absence of 

real time feedback (Guy, 2012; Arbaugh, 2002; Thurmond, Wambach, Connors, & Frey, 2002; 

Kim, Liu, & Bonk, 2005)  and learning material accessibility (Roy & Raymond, 2005) which are 

highlighted in the published research across 1999 to 2016.  

 

When considering individual related barriers, Andersson and Grönlund mentioned 12 barriers 

relating to ‘individual’, out of which eight barriers are related to students. The student related 

barriers are: Motivation, Conflicting priorities, Economy, Academic confidence, Technological 

confidence, Social support (i.e. support from home and employers), Gender and Age. Teacher 

related barriers found by Andersson and Grönlund (2009) include: Technological Confidence, 

Motivation and Commitment, Qualificaition and Competence and Time. Barriers related to 

faculty/staff should be placed in Pedagogy category because it is a bigger term encapsulating both 

the course related barriers and the faculty delivering the course. So for the individual (i.e. student), 

only eight challenges are left. Additional barriers specific to the student that were not listed in the 

individual category in Andersson & Grönlund’s framework include: Prior Knowledge, Computer 

Anxiety, Social Loafing, Awareness and Attitude Towards ICT, Student’s Support, Student’s 

Individual Culture, Computer Anxiety, etc.  

 

The last category, i.e. Context issues, covers two aspects (organisational and societal/cultural 

barriers). Some of these barriers can be categorised into the broader terminologies. For example, 

in the societal/cultural context “Attitude towards Technology” is mentioned as a barrier, but the 
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attitude of both teacher and student can be separately considered as barriers. Also another barrier 

“Rules and Regulations” can have an impact on the technological component, the individual 

student, teaching methodology and also the institution in which e-learning is being implemented.  

 

Due to the limitations of the Andersson and Grönlund framework, the researcher felt that there is 

a need for a more extensive framework, to accommodate the e-learning system implementation 

barriers in the published research till date. 

 

 

2.7. TIPEC Framework 

In order to develop an extensive framework, of e-learning related issues/challenges/barriers, a 

detailed literature review of the published research was performed. This was a two-step approach. 

Firstly, well-established International journals - including EmeraldInsight, IEEE, Jstor, 

ScienceDirect, SpringerLink and Wiley journals - were accessed and related papers were identified 

based on the Title and Abstract of the papers. In the second step, additional papers were taken from 

Google Scholar to further increase the database of papers. Search keywords used for this step, 

included: e-learning, Technology Based Learning, Technology Mediated Learning, Technology 

Enhanced Learning, Virtual Learning, Online learning, Distance learning, Distance Education, 

Virtual Education, ICT based Learning; in combination with: Issues, Barriers, Hurdles, Success 

Factors, Obstacles, Challenges, Technological Difficulties, Individual Issues, Institutional 

Difficulties, Causes of Failure and Successful Implementation. These words were used in different 

combinations. Firstly, renowned journals - mentioned above - were accessed and the articles that 

came up in search results on the website of the journals by using a combination of the defined 

keywords were studied in two steps. In the first step, only abstract and introduction of the articles 

were reviewed. Articles which were found not directly related to the barriers of e-learning were 

discarded. In the second step, related articles, which were left after the first screening, were 

thoroughly studied. The barriers that appeared in the articles were discussed in detail with other 

faculty members, whose research related to failure in the e-learning domain; to produce an initial 

list of barriers. After reviewing maximum articles from the famous databases, the initial list 

included a number of barriers. It was found that multiple barriers were reported repeatedly across 

different publications. This step led towards reaching a total of 74 barriers. In order to further 
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extend the database of e-learning barriers, Google Scholar was used for maximum coverage of the 

published literature till date. Same two step approach as before was used to study the articles. A 

screening criterion was also used for selection of papers that came across as result of the second 

step. Those articles in which discussion was full of technical jargons and was more focused towards 

the barriers faced in algorithms, coding and protocols of e-learning systems were discarded. All 

those articles were pruned out from the bank of literature in which the debate of barriers was closely 

related to a single formula, application, or e-learning system, e.g. Blackboard, Moodle etc. Finally, 

a detail list of 104 barriers, along with the reference of author and description was compiled.  

 

A Microsoft Excel database was created to list all the research papers and their mentioned barriers. 

Each of the barriers was discussed and reviewed by the author using hermeneutics analysis and 

Content Analysis Method (Babbie, 2010). Content analysis is a qualitative research method used 

to interpret text data to develop subjective inferences through a systematic process of identifying 

patterns or themes (Hsieh & Shannon, 2005; Abbott & Monsen, 1979). It was observed that there 

are a number of barriers listed that relate to the same theme, but used different vocabulary or terms. 

After careful examination, and subsequent removal of duplicated barriers, 68 unique barriers 

impacting e-learning were highlighted (see Tables 2.2-2.5).  

 

Eventually, the list of 104 barriers was reduced to a set of 68 unique barriers of e-learning. Similar 

barriers were identified in multiple papers (see tables 2.2-2.5 AUTHOR column), which allowed 

us to highlight the overlap of existing literature; thus, providing an explicit understanding of how 

research, to date, has focused on e-learning barriers. 

 

The timeline of published research review was limited to the years starting from 1990 till 2016. 

This funnelled down the existing database to 259 papers, which were written between 1990 and 

2016. The reason to have a twenty-six year wide review is to ensure that most of the published 

literature is taken into account. The reviewed research studies included articles related to both 

qualitative and quantitative research. The search timeline was limited to between 1990 to 2016; 

since the existence of the world wide web was deemed essential to most modern e-learning 

solutions. 
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After producing a detailed review of published literature (1990 till 2016), an effort was made to fit 

these barriers within the four categories defined by the Andersson & Grönlund framework. 

Numerous barriers, however, did not easily fit into the four categories defined within the Andersson 

& Grönlund framework. In order to accommodate all the updated sixty-eight unique barriers into 

a comprehensive framework, the following four categories were proposed, which thematically 

encapsulate all e-learning barriers of published between 1990 till 2016, these are: Technology, 

Individual, Pedagogical, and Enabling Conditions 

 

2.7.1. Technology 

Whenever we talk about e-learning, technology is always an important aspect that comes in the 

delivery of e-learning. Literature has pointed out different barriers related to technology, a detailed 

review is presented in Table 2.2. A brief summary of some of the technological barriers are 

provided below, however detailed references for each of the technology related barriers are 

available in Table 2.2. 

 

Lack of proper technological infrastructure creates hurdles in the proper delivery of e-learning and 

also affects the effectiveness (Stansfield, et al., 2009). Slow speed of internet is another 

discouraging factor that hinders implementation of e-learning. The bandwidth capacity of the 

internet is not sufficient for e-learning purposes and during peak hours downloading large 

multimedia files could be disrupted (Nagunwa & Lwoga, 2012). Virus attack on computers is 

another reason that is defined as a challenge to the adoption of e-learning technologies. As a result 

of viruses, people feel that their data is not safe, and that, if users go on-line, viruses will attack 

their data and they will lose it (Qureshi, Ilyas, Yasmin, & Whitty, 2012; Nikoi & Edirisingha, 

2008). 
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Table 2.2 Barriers in literature related to e-learning: Technology (1-7) 

Barriers AUTHOR DESCRIPTION 

1. Technology 

infrastructure 

Davie & Wells, 1991; Soong et 

al.,2001; Wild et al., 2002; Little,2003; 

Vrasidas, 2004; Surry et al.,2005; 

Voogt, 2009; Goyal et al., 2010; Meyer 

& Barefield, 2010; Purohit & 

Bhagat,2010; Waycott et al.,2010; 

Shelton, 2011; Teo, 2011; Alshwaier et 

al., 2012; Chang'ach, & Sang, 2012; 

Guy, 2012; Kipsoi et al., 2012; Qureshi  

et al., 2012; Reeves & Li, 2012; 

Alsabawy et al., 2013; Graham et al., 

2013; Nwabufo et al., 2013; Gutiérrez-

Santiuste & Gallego-Arrufat, 2016; 

Güllü et al., 2016; Ozudogru & 

Hismanoglu, 2016 

Refers to the hardware, 

software, facilities, and 

network capabilities within 

the college/institution. 

 

2. Technical 

support 

Venkatesh, 2000; Soong et al.,2001; De 

Freitas & Oliver, 2005; Pagram & 

Pagram, 2006; Sife et al., 2007; 

Nwabufo et al., 2013; Poon & Koo, 

2010 

Unavailability of technical 

staff and lack of facilities to 

perform various activities 

(installation, operation, 

maintenance, network 

administration and security). 

3. Bandwidth 

Issue and 

Connectivity 

Ali,2004; Homan & Macpherson,2005; 

Poon & Koo,2010; Mahanta & 

Ahmed,2012; Reilly et al.,2012; Nor & 

Mohamad,2013; Gutiérrez-Santiuste & 

Gallego-Arrufat,2016; 

Vencatachellum, & Munusami, 2006 

Slow speed of Internet and 

high internet traffic during e-

learning experience. 

4. Software and 

interface 

design 

Swan,2004; Andersson & 

Grönlund,2009;  Kwofie & 

Henten,2011; Marzilli, et al.,2014 

Less user-friendly software 

and interface design during e-

learning experience. 

5. Compatible 

technology 

Koller et al.,2008; Gudanescu,2010; 

Marzilli, et al.,2014 

Incompatibility of content 

with a variety of learning 

management 

systems/technology. 

6. Poor quality 

of computers 

Radijeng,2010 Low quality computers that 

freeze frequently and outdated 

computer systems. 

7. Virus attacks Nikoi & Edirisingha,2008; Qureshi et 

al.,2012; Prakasam,2013; Shonola & 

Joy,2014  

Virus attacks on e-learning 

systems during e-learning 

experience. 
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2.7.2. Individual 

Individual barriers are related to an individual/student and these barriers restrict people adopting 

e-learning. Individual category only enlists the barriers related to the student of e-learning. There 

are a total of 26 unique individual based barriers that were identified. Table 2.3 presents the list of 

individual barriers in detail. A brief discussion on a few of these barriers is mentioned below. 

 

Learners with no technical skill get frustrated towards e-learning because it’s an unconventional 

way of learning for them (Jarvis & Szymczyk, 2010). Lack of student confidence, whilst handling 

computer, also referred to as self-efficacy (Joo, Bong & Choi, 2000), is seen as an issue for not 

adopting e-learning. Response to change is a very big issue in adoption of e-learning as people find 

it difficult to work in fully electronic environments (Jager & Lokman, 1999; Song & Keller, 2001). 

Lack of student funding is a major reason of student dropout from e-learning programme (Kwofie 

& Henten, 2011). Social loafing is the phenomenon that is observed when e-learning student 

becomes less focused on personal interactions (Koller, Harvey & Magnotta, 2008). Inequality in 

access to internet connectivity is a main component for e-learning, and for those with low incomes, 

e-learning is still unaffordable/costly. Individuals with lower incomes still face this barrier. (Okine, 

Agbemenu, & Marfo, 2012; Farid, Ahmad, Niaz, Itmazi, & Asghar, 2014).  

 

Awareness of e-learning among masses and about its benefits to people. Lack of awareness leads 

to a low rate of adoption because people are unaware of the effectiveness of e-learning use. 

Similarly, computer literacy is also one of the facts that affect the e-learning implementation. 

Computer literacy makes it very difficult to engage learners online, because they are having to deal 

with an abstract/virtual environment. (Nagunwa & Lwoga, 2012; Mahmoodi-Shahrebabaki, 2014; 

Datuk & Ali, 2013). 
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Table 2.3a Barriers in literature related to e-learning: Individual (8 -14) 

Barriers AUTHOR DESCRIPTION 

8. Prior 

knowledge 

Hölscher & Strube,2000; 

Brusilovsky,2003; Paul & Chen,2003; 

Gutiérrez-Santiuste & Gallego-

Arrufat,2016 

A student having 

Background knowledge 

related to course. 

9. Student 

Motivation 

Bates,1990; Pintrich & De Groot,1990; 

Ostwald,1992; Mason & Weller,2000; 

Alexander,2001; Wu & Hiltz,2004; 

Pagram & Pagram,2006; Johns & 

Woolf,2006; Andersson & 

Grönlund,2009; Lanzilotti et al.,2009; 

Blignaut & Els,2010; Kwofie & 

Henten,2011; Miliszewska,2011; Bozkaya 

& Kumtepe,2012; Yoo et al.,2012; 

Medárová et al.,2012; Hepworth & 

Duvigneau,2013; Nwabufo et al.,2013; 

Alajmi, 2014; Callinan,2014; Gutiérrez-

Santiuste & Gallego-Arrufat,2016;  

Students’ Motivation on 

the basis of their skills, 

attitudes, interest, 

behaviour and activity. 

 

 

10. Technological 

difficulty 

Schrum & Hong,2002; Arbaugh,2002; 

Thurmond et al.,2002; Ocak,2011; Pituch 

& Lee, 2006; Gutiérrez-Santiuste & 

Gallego-Arrufat,2016 

Students facing 

technological difficulty 

in using e-learning 

technologies. 

11. Technology 

experience 

Schrum & Hong,2002; Gutiérrez-

Santiuste & Gallego-Arrufat,2016 

Students lacking 

technology experience in 

solving problems and 

accomplishing basic 

tasks. 

12. Awareness 

and attitude 

towards ICT 

Becking, et al.,2004; De Freitas & 

Oliver,2005; Inglis,2007; Klasnić et 

al.,2008; Anwar & Niwaz,2011; Bozkaya 

& Kumtepe,2012; Nagunwa & 

Lwoga,2012; Alajmi,2014; Nwabufo et 

al.,2013 

Students lacking 

awareness of internet 

skills and the reluctance 

of students in taking 

responsibility for their 

own e-learning. 

13. Computer 

literacy  

Eisenberg & Johnson,1996; Fyfe,2000; 

Sharma,2003; Andersson & 

Grönlund,2009; Kwofie & Henten,2011; 

Nor & Mohamad,2013; Karaman, Kucuk, 

& Aydemir,2014 

Lack of computer 

literacy in students.  

14. Perceived 

usefulness and 

ease of use 

perceptions 

Venkatesh,2000; Wong, Nguyen, Chang, 

& Jayaratna,2003; Cantoni et al.,2004; Lu 

& Chen,2007; Liao, Liu et al.,2011;  

Digión & Sosa,2012; Tao et al.,2012 

 Students’ intentions to 

carry on e-learning 

lifelong and his/her usage 

behaviour of ICTs) 
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Table 2.3b Barriers in literature related to e-learning: Individual (15-22) 

Barriers AUTHOR DESCRIPTION 

15. Students 

Support 

Galusha,1998; Elango et al.,2008; Lewis 

& Chen,2009; Chen,2009; Stansfield, et 

al.,2009; Yaghoubi et al.,2008; Anohina-

Naumeca & Grundspenkis,2012 

Support provided by 

students in successful 

implementation of e-

learning system. 

16. Computer 

anxiety 

Wiksten et al.,1998; Venkatesh,2000; 

Piccoli et al.,2001; Sun et al.,2008; 

Gutiérrez-Santiuste & Gallego-

Arrufat,2016 

Students’ early 

misperceptions about the 

ease of use of an e-

learning system. 

17. Sense of 

isolation 

due less 

Face to Face 

Interaction 

Bates,1990; Galusha,1998; Daugherty & 

Funke,1998; Campbell et al.,2000; Schott 

et al.,2003; Vonderwell,2003; Sweeney et 

al.,2004; McInnerney & Roberts,2004; De 

Freitas & Oliver,2005; Tham & 

Werner,2005; Jensen et al.,2009; Anwar 

& Niwaz,2011; Chatzara et al.,2012; 

Reynolds et al.,2013; Callinan,2014; 

Muhammad et al.,2015 

Absence of face to 

face/social interaction 

between individual learner 

and instructor endorsing 

sense of isolation. 

18. Conflicting 

priorities 

Andersson,2008; Andersson & 

Grönlund,2009; Kwofie & Henten,2011 

Time devoted to e-

learning makes 

individual’s priorities 

conflict. 

19. Social 

support 

Andersson & Grönlund,2009; Kwofie & 

Henten,2011; Gutiérrez-Santiuste & 

Gallego-Arrufat,2016 

Support from family and 

employers for e-learning, 

conducive environment 

and devoid of distraction 

during e-learning sessions. 

20. Social 

loafing 

Rutkowski, Vogel et al.,2002; Koller et 

al.,2008; Wheeler et al.,2008; 

Gudanescu,2010; Loh & Smyth,2010; 

Ryu & Parsons,2012 

Students working less 

diligently because of the 

relative absence of 

instructor- learner and 

learner-learner interaction. 

21. Student’s 

economy 

Andersson & Grönlund,2009; Iqbal & 

Ahmad,2010 

Financial difficulty for 

taking up e-learning 

courses. 

22. Academic 

confidence 

Andersson,2008; Andersson & 

Grönlund,2009 

Academic experience and 

qualification of student. 
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Table 2.3c Barriers in literature related to e-learning: Individual (23-32) 

Barriers AUTHOR DESCRIPTION 

23. Self-efficacy Joo et al.,2000; Andersson & 

Grönlund,2009; Liaw,2008; Bozkaya 

& Kumtepe,2012; Maki & 

Charalambous,2014; Gutiérrez-

Santiuste & Gallego-Arrufat,2016; 

Ozudogru & Hismanoglu,2016 

Student’s confidence in 

using e-learning 

technologies and believe 

in completion of e-

learning course. 

24. Lack of ICT 

skills 

Carr,1999; Voyler & Lord,2000; 

Oliver,2001; Jarvis & Szymczyk,2010; 

Qureshi et al.,2011; Qureshi, Ilyas, 

Yasmin, & Whitty,2012; Nagunwa & 

Lwoga,2012; Gutiérrez-Santiuste & 

Gallego-Arrufat,2016 

 It includes training in 

multimedia related skills 

and Impact of technology 

on learning. 

25. Family 

commitments 

Schott et al.,2003 Family commitments 

taking up most time and 

resources of the e-learners 

26. Work 

commitment 

Schott et al.,2003 E-learners giving excuse 

of their work 

commitments for skipping 

exams, assignments etc. 

27. Student 

readiness 

McCausland,2005; Goyal et al.,2010; 

Ünal et al,2013 

Students possessing 

inconsistent e-learning 

readiness over time, 

among institutions or 

instruments. 

28. Response to 

change 

Jager & Lokman,1999; Song & 

Keller,2001 

Students’ slow response to 

changing e-learning.  

29. Inequality in 

access to internet 

connectivity 

Mackintosh,2005; Salaway et al.,2008; 

Gudanescu,2010; Okine et al.,2012; 

Farid et al.,2014 

Inequalities in access to 

the Internet & few people 

have an internet 

connection. 

30. Inequality in 

Access to 

technology 

Nwabufo et al.,2013; Anderson et 

al.,2005; Salaway et al.,2008; 

Pegrum,2009; Gudanescu,2010; 

Kipsoi et al.,2012; Guy,2012; Pegrum, 

et al.,2013; Dudeney et al.,2013 

Inequality of access to the 

technology itself by all the 

students. 

31. Technophobia Nwabufo et al.,2013 Students’ feeling afraid of 

operating e-learning 

systems/technologies. 

32. Cost of using 

technology 

Sambrook,2003; Andersson & 

Grönlund,2009; Nor & 

Mohamad,2013; Becker et al.,2013; 

Callinan,2014; 

Students facing high cost 

of using technologies. 
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Table 2.3d Barriers in literature related to e-learning: Individual (33) 

Barriers AUTHOR DESCRIPTION 

33. Individual 

Culture 

Pratt,1991; Alavi & Leidner,2001; 

Kolb,2005; McCausland,2005; 

Chroust,2007; Economides,2008; Joy 

& Kolb,2009;; Adeoye,2012 

Student’s overall 

individual culture 

distresses attitude towards 

distance learning. Each 

individual has different 

learning style and 

expectation, which should 

be considered while 

designing e-learning. 

 

2.7.3. Pedagogy 

This framework proposes Pedagogy as an umbrella term that encapsulates teaching methodology 

related issues and faculty/staff related barriers. The proposed framework not only includes the 

eight course related barriers highlighted in Andersson & Grönlund’s paper but also amalgamates 

additional barriers found in research that were not categorised previously. The total count of 

pedagogy related barriers is twenty-eight. This category addresses an umbrella term encapsulating 

teaching methodology related barriers and faculty/staff related barriers. Some detail of the barriers 

is mentioned below, however, Table 2.4 presents the complete list of pedagogy barriers: 

 

Course Content is a big component of e-learning, which is why content developers should be able 

to develop specific content for each system, and why content must be redesigned if needed (Koller, 

Harvey, & Magnotta, 2008; Kwofie & Henten, 2011; Voogt, 2009). An important barrier to be 

considered for e-learning implementation is the selection of a proper and suitable pedagogical 

model, and approach, for the delivery to the student (Stansfield, et al., 2009). Quality of the material 

has significance in e-learning because material should be relevant and objective in nature and 

designed according to the allocated budget and timeframe (Tricker, Rangecroft, Long, & Gilroy, 

2001; Drago, Peltier, & Sorensen, 2002; Mtebe & Raisamo, 2014). Lack of teacher acceptance of 

innovative technologies, for the content development and delivery of online courses, is a barrier 

faced in e-learning (Weaver, Spratt, & Nair, 2008; Teo, 2011; Parrish, Klem, & Brown, 2012). 

Absence of real-time feedback is another barrier. Students found that online learning is deficient 

in receiving feedback in real-time because students have to wait for the answer to the query from 

the instructor via email. According to survey 8% of students found delayed feedback a barrier in 
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the adoption of online learning (Kim, Liu, & Bonk, 2005; Arbaugh, 2002). Localisation of content 

is also a hurdle of e-learning as developers have to develop content according to the need of the 

native people; so that they can easily understand and learn (Andersson, 2008). The interface is also 

an important thing to ponder, as - before starting e-learning course – the content designed has to 

decide what software they are going to use in order to support the chosen e-learning model (Kwofie 

& Henten, 2011). Engaging students in the online course is same as the student engagement of 

offline courses, but both differ in terms of mode of delivery. In the online mode, the physical 

presence of student is not compulsory but in the offline mode students should be present in campus 

and have to take synchronous learning experience. E-learning is the way in which instructions can 

be delivered through different tools like webpages, chat rooms, e-mails and video conferencing. In 

these forums, learners can interact with instructors or with other learners to discuss their problems 

(Lester & Perini, 2010; Guy, 2012). Weak learning management system and systems that lack 

interactivity and have vague features are considered as prominent barriers too (Timmerman & 

Kruepke, 2006; Pratas & Marques, 2012). 

 

 

Table 2.4a Barriers in literature related to e-learning: Pedagogy (34-35) 

Barriers AUTHOR DESCRIPTION 

34. Faculty effort Black,1992; Miller & 

Schlosberg,1997; Surry et al., 2005; 

Inglis,2007; Bailey & Card,2009; 

Meyer & Barefield,2010; Teo,2011; 

Pegrum, et al.,2013; Teo & 

Wong,2013; Güllü, et al.,2016 

Lack of effort and support 

being put by faculty members 

in use of e-learning.  

35. Faculty 

development 

Willis,1994; Higgs,1997; Sife et 

al.,2007; Inglis,2007; Kaleta et 

al.,2007; Collopy & Arnold,2009; 

Lareki et al.,2010; Lim et al.,2011; 

Reilly et al.,2012; Yaakop,2015  

Lack of training and 

development in faculty and 

limited change in teaching 

methodology of faculty in 

response to ICT developments. 
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Table 2.4b Barriers in literature related to e-learning: Pedagogy (36-42) 

Barriers AUTHOR DESCRIPTION 

36. Lack of 

ownership 

Forman & Nyatanga,2002; 

Ertmer,2005; Mayo eet al.,2005; 

Omwenga,2006; Sife et al.,2007; 

Naismith,2007; Chua,2009; 

Masalela,2011; Qureshi et al.,2011; 

Duveskog et al.,2014 

Faculty not taking ownership 

of successful implementation 

of e-learning technologies and 

lack of interest in meeting e-

learning challenges. 

37. Lack of 

feedback 

Hiemstra,1994; Andersson & 

Grönlund,2009; Guy,2012 

Faculty putting little effort in 

giving feedback, making 

students drop out or fail. 

38. Quality 

Course 

Content 

Tricker et al.,2001; Drago et 

al.,2002; Saadé,2003; Ali,2004; De 

Freitas & Oliver,2005; Stahl et 

al.,2006; Picciano & Seaman,2007; 

Rhode,2009; Voogt,2009; 

Veeramani,2010; Meyer & 

Barefield,2010; Masoumi,2010; 

Mtebe & Raisamo,2014 

Course content having less 

quality in terms of 

interactivity. 

39. Engaging 

Students 

Online 

Ali,2004; Lester & Perini,2010; 

Guy,2012 

Faculty facing difficulty in 

engaging students online. 

40. Pedagogical 

model 

Burge & Lenksyj,1990; 

Andersson,2008; Kwofie & 

Henten,2011; Bozkaya & 

Kumtepe,2012; Ngimwa & 

Wilson,2012; Parrish et al.,2012; 

Pegrum et al.,2013; Güllü, et 

al.,2016; Govender & 

Chitanana,2016 

Use of instructor / learner 

centred approach in teaching. 

41. Localization 

of content 

Pagram & Pagram,2006; 

Hylén,2006; Andersson,2008 

Lack of 

Customisation/Adaptability of 

course content according to 

local culture, language and 

religious beliefs. 

42. Flexibility in 

delivery 

mode 

Gibson & Graff,1992; 

Andersson,2008 

Lack of student empowerment 

concerning the decisions 

related to taking the exam, 

selection of medium of content 

delivery, etc. 
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Table 2.4c Barriers in literature related to e-learning: Pedagogy (43-51) 

Barriers AUTHOR DESCRIPTION 

43. Course content Kelly,1990; Saadé,2003; Ivergård & 

Hunt,2005; Inglis,2007; Voogt,2009; 

Lester & Perini,2010; Kwofie & 

Henten,2011; Ozudogru & 

Hismanoglu,2016 

Lack of relevance, accuracy of 

course content and 

misalignment of course 

content with future employers’ 

need. 

44. Faculty 

Training  

Trippe,2002; Kosak, et al.,2004; 

Muir-Herzig,2004; Keramidas et 

al.,2007; Gulati,2008; Eliason & 

Holmes,2010; Ray,2009; Kipsoi et 

al.,2012 

Lack of teaching material and 

courses for teachers in the 

fields of learning technology. 

45. Lack of 

Credibility 

Gudanescu,2010; Kwofie & 

Henten,2011 

Less likely to hire someone 

with a TBL certificate unless 

provided by an accredited 

institution. 

46. Additional 

time needed to 

communicate 

with students 

Arabasz et al.,2003 Increased communication time 

principally on e-mail. 

47. Insufficient 

computers 

Mokhtar,2005; Park & Son,2009; 

Radijeng,2010; Tedre et al.,2010; 

Nagunwa & Lwoga,2012; Nwabufo 

et al.,2013; Qureshi et al.,2012 

Few computers available as 

compared to the number of 

students. 

48. IT skills of 

Faculty 

members  

Hackley,1997; Levy,2003; Darabi et 

al.,2006; Lopes,2007; Gulati,2008; 

Iqbal & Ahmad,2010; 

Radijeng,2010; Nawaz & Khan,2012; 

Webster et al.,1992 

Weak IT skills of faculty 

members. 

49. Hard to access 

digital libraries 

Berryman,2004; Sana & 

Mariam,2013  

Problems faced in having 

access to digital libraries. 

50. Cost of 

multimedia 

learning 

materials 

Sambrook,2003; Attwell,2004; 

Elloumi,2004 

Cost of producing high quality 

multimedia learning materials. 

51. Mode of 

delivery 

Gibson & Graff,1992; Saadé,2003 Issues related to the mode of 

delivery selected for e-

learning. 
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Table 2.4d Barriers in literature related to e-learning: Pedagogy (52-61) 

Barriers AUTHOR DESCRIPTION 

52. Weak 

Learning 

Management 

System  

Timmerman & Kruepke,2006; Pratas 

& Marques,2012; Güllü, et al.,2016 

Learning management systems 

lack interactivity and have 

vague features. 

53. Reliability of 

online 

measuring 

instrument 

Inglis,2007; van’t Hooft,2008; Oh & 

Park,2009; Arnold,2014 

Lack of reliability of online 

assessment process. 

54. Lack of top-

level 

commitment 

Tusubira & Mulira,2004; 

Shaikh,2009; Marshall,2010; 

Ocak,2011 

Insufficient support from top-

level management. 

55. Material 

accessibility 

Roy & Raymond,2005 Reach of the student to 

material. 

56. Pre-course 

orientation 

Frank, Kurtz, & Levin,2002; 

Ashby,2004 

Lack of Pre-course orientation 

sessions by the instructor. 

57. Tutor support 

counselling 

sessions 

Ashby,2004 Lack of support/counselling 

sessions conducted by the 

instructor. 

58. Absence of 

real-time 

feedback 

Davie & Wells,1991; Arbaugh,2002; 

Thurmond et al.,2002; Kim et 

al.,2005 

Students lacking 

immediate/prompt response 

from instructors to get an 

answer to the query. 

59. Less focus on 

technical 

requirements 

of Content 

Kay,2006; Alvan et al.,2013 Technical requirements of 

course content available online 

(e.g. size of web pages, font, 

colours, quality of images) are 

not met. 

60. Faculty’s 

acceptance of 

e-learning 

technologies 

Weaver et al.,2008; Teo,2011; 

Ocak,2011; Parrish et al.,2012 

Teachers’ lacking Technology 

Acceptance. 

61. Level of 

knowledge of 

teacher 

Sharma,2003; van Leusen & 

Millard,2013; Marzilli, et al.,2014; 

Dogan,2015 

Teachers lacking grip on 

course content while 

delivering an e-learning 

session. 
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2.7.4. Enabling Conditions 

This category includes those barriers that do not report to a single category of the barriers 

(mentioned previously); instead enabling conditions support all three categories, i.e. Technology, 

Individual and Pedagogy. Table 2.5 presents the detail list of enabling conditions, descriptive detail 

of some of these barriers is available below: 

 

Privacy and security is the major concern of individuals in e-learning. If systems are infected, 

vulnerable to a virus attack and/or have a risk of being hacked, then all stakeholders may suffer 

(Qureshi, Ilyas, Yasmin, & Whitty, 2012). Language barrier is another barrier that creates 

hindrance in an e-learning environment. The excessive use of English language in the content 

writing or e-learning purpose develops disturbance in the success of e-learning (Anuwar, 2008; 

Ali, 2004). Students with no excellence in English are not able to use eLearning medium of 

education (Qureshi, Ilyas, Yasmin, & Whitty, 2012). The setup cost/limited funds incurred in the 

implementation of e-learning infrastructure is considered to be the hurdle in the success of e-

learning (Andersson & Grönlund, 2009; Tedre, Ngumbuke, & Kemppainen, 2010). 

 

Table 2.5a Barriers in literature related to e-learning: Enabling Conditions (62-63) 

Barriers AUTHOR DESCRIPTION 

62. Administrativ

e support 

Garrison & Kanuka,2004; De Freitas & 

Oliver,2005; Sife et al.,2007; Boezerooij et 

al.,2007; Cook et al.,2007; Holt & 

Challis,2007; Inglis,2007; Weaver et 

al.,2008; Jara & Mellar,2009; Czerniewicz 

& Brown,2009; Ocak,2011; Mahmoodi-

Shahrebabaki,2014; Gutiérrez-Santiuste & 

Gallego-Arrufat,2016 

Lack of Administrative 

support in crafting e-

learning related policies, 

incentives and resources. 

Institutional policy and 

organisational culture are 

crucial to the way e-

learning is adopted or 

embedded in 

universities. 

63. Setup 

Cost/Limited 

Funds 

Timmerman & Kruepke,2006; Selim,2007; 

Sife et al.,2007; Sun & Cheng,2007; 

Andersson & Grönlund,2009; Liu et 

al.,2009; Kukulska-Hulme,2009; 

Gudanescu,2010; Tedre et al.,2010; Kwofie 

& Henten,2011; Kipsoi et al.,2012; 

Callinan,2014; Marzilli, et al.,2014; 

Dogan,2015  

High cost of setting up 

the e-learning system 

and unavailability of 

low-cost ICT 

alternatives. 
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Table 2.5b Barriers in literature related to e-learning: Enabling Conditions (64-68) 

Barriers AUTHOR DESCRIPTION 

64. Security Brown & Snow,1999; Ong et al.,2004; 

Cárdenas & Sánchez,2005; Sharples et 

al.,2005; Aïmeur et al.,2007; van’t 

Hooft,2008; Pachler et al.,2009; Stahl et 

al.,2009; Gudanescu,2010; Traxler,2010; 

Veeramani,2010; Mircea & Andreescu,2011; 

Zamzuri et al.,2011; Bryer & Chen,2012; 

Levy et al.,2013; Saxena & Yadav,2013; 

Yang et al.,2013 

Openness of e-learning 

systems challenging 

security of personal 

information of 

students/staff/faculty. 

65. Language 

Barrier 

Sharma,2003; Ali,2004; McCausland,2005 Lack of conversion of e-

learning content in other 

languages. 

66. Rules and 

regulation 

Valcke,2004; Traina et al.,2005; 

Selwyn,2007; Andersson & Grönlund,2009; 

Kwofie & Henten,2011; Güllü, et al.,2016 

Surety that all relevant 

laws are taken into 

consideration while 

crafting policies related 

to e-learning to prevent 

government regulations. 

Limitations in national 

and institutional policies 

and management 

practices. 

67. Load 

shedding of 

electricity 

Pedrelli,2001; Hussain,2007; Sangi,2008; 

Voogt,2009; Nagunwa & Lwoga,2012; Sana 

& Mariam,2013; Nwabufo et al.,2013 

Problems related to 

Power cuts, power 

fluctuations, and Power 

distribution while having 

e-learning experiencing. 

 

68. Ethical issues Olt,2002; Scanlon,2003; Baruchson-Arbib & 

Yaari,2004; Foulger et al.,2009; Pachler et 

al.,2009; Staats et al.,2009; Stahl et al.,2009; 

Bozkaya & Kumtepe,2012; Esposito,2012; 

Bryer & Chen,2012; Sana & Mariam,2013; 

Levy et al.,2013; Pegrum et al.,2013; Egi et 

al.,2014; Bhat & Shetty,2015; Muhammad et 

al.,2015 

Lack of written 

permission from 

participants and absence 

of maintaining 

confidentiality by the e-

learning services 

providers. 
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As a result, a four-dimensional conceptual framework is created, which the researcher entitled 

‘TIPEC’ (Technology, Individual, Pedagogy and Enabling Conditions) (see Figure 2.1). 

 

 

 

 

TIPEC framework consolidates the wide range of 68 unique barriers into four categories and hence 

combines the published literature concerning e-learning implementation barriers ranging from 

1990 till 2016 (see Figure 2.2). 

 

Now that we have a framework of barriers, the next step is to figure out how to solve these barriers. 

It would be impossible to focus on all the barriers together, as it requires a lot of time and resources 

to investigate and propose solutions for each of the barriers. More importantly, we have to focus 

on a specific research domain within the four proposed categories.  

Figure 2.1. TIPEC framework – Structuring consideration of Technology, Individual, 

Pedagogy and Enabling Conditions 



38 

 

Figure 2.2. 68 barriers in TIPEC framework (Technology, Individual, Pedagogical, and Enabling Conditions) 
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2.8. Focusing on ‘Individual’ barrier category 

This thesis focuses on ‘individual’ category barriers. According to Tayar (2013) research in e-

learning is limited to identifying intentions in e-learning at the institutional level. Tao (2012) 

highlights the need to focus on student perception when evaluating challenges and barriers in e-

learning. The individual, i.e student is the ultimate user of e-learning and his/her satisfaction will 

determine the success or failure of the e-learning system. Accordingly, student perception 

concerning the education system will determine its good or bad quality. 

 

Technology barriers can be overcome by either increasing investment and/or effective 

management. However until the student is motivated, has a positive attitude towards using the 

technology, and is willing to use the technology for educational purposes, e-learning success can 

not be achieved. Student expectation and satisfaction should be managed carefully because an e-

learning student works mostly in isolation from the teacher, the other students and the educational 

institute, which makes him/her more subject to dissatisfaction towards e-learning, and increases 

the chances of dropout (Anagnostopoulou, Mavroidis, Giossos, & Koutsouba, 2015).  

 

2.9. Focusing on Technology related Individual Barriers 

Within the individual category, there are 26 barriers. By considering these, in turn, nine individual 

barriers were identified that related to individual attitude, use, and access to technology 

(highlighted in Table 2.6). 
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Table 2.6 Individual Barriers 

Individual Barriers 

Prior knowledge 
Sense of isolation due less 

Face to Face Interaction 
Work commitment 

Student Motivation Conflicting priorities Student readiness 

Technological difficulty Social support Response to change 

Technology experience Social loafing 
Inequality in access to 

internet connectivity 

Awareness and attitude 

towards ICT 
Student’s economy 

Inequality in Access to 

technology 

Computer literacy Academic confidence Technophobia 

Perceived usefulness and ease 

of use perceptions 
Self-efficacy Cost of using technology 

Students Support Lack of ICT skills Individual Culture 

Computer anxiety Family commitments 

 

If individual student perception is better understood, allowing us to appreciate how technology 

impacts user perception of e-learning quality, then it should be possible to suggest some practical 

guidelines to improve individual’s satisfaction; hence resulting in a lower student drop out rate. 

The nine barriers to be considered in this research are as follows: 

 

1. Technology experience: Student experience, relating to the use of a specific technology, is a 

strong predictor of student perception and the use of that technology. More experienced 

students have a less difficulty in using e-learning system (Wan, Fang, & Neufeld, 2007). 

Arbaguh and Duray (2002) quoted in their findings that satisfaction of students with more 

experience in the online course was greater than the ones who did not have any prior experience.  

2. Computer Literacy: Belanger and Jordan (2000) stated that low student literacy and lack of 

familiarity with technology used in e-learning will lead to ‘diffculty in use’ and 

‘dissatisfaction’. Computer literacy is the knowledge of the various essential aspects of 

computer and skills required to operate a technology for the the purpose of learning.  
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3. Lack of ICT Skills: This barrier explains the students incapibility to use multiple technological 

modes for the use of learning. Lack of ICT skills is a major barrier to integration of technology 

into education (Bingimlas, 2009). As students are not skilled enough to use multiple mediums 

which leads them to dissatisfaction and increaed dropout. 

4. Cost of Using Technology: The cost of using technology is more prominent in developing 

nations, as students are less able to access technologies (i.e. computers, technological 

infrastructure, internet connectivity, etc.) within the institutions. When students are required to 

buy technology devices for themselves it can, for some, become quite an issue due to resource 

limitations. Cost – resulting in lack of access - is said to be the reason that most developing 

nations have failed in the successful implementation of e-learning system (Nor & Mohamad, 

2013). Another consideration towards the cost of technology depends on the price value 

perceived by the student towards the technological component required for e-learning. If the 

student believes that for a certain price, the cost of technology is worth it, as it will increase his 

performance and bring more results with less effort, the barrier of cost of technology can be 

taken care of (Andersson & Grönlund, 2009). 

5. Technophobia: Technophobia is the existence of resistance to the technology components and 

their use, and is one of the major challenges faced while implementing e-learning system for 

the first time in any institiutes, or where users do not have the prior knowledge about the newly 

developed technology. Technophobia is a growing problem with the rapid development of 

technology around the globe (Juutinen, Huovinen, & Yalaho, 2011), and still exists because 

individuals do not understand the benefits of the technology in learning outcomes (Chigona, 

2015). 

6. Technological Difficulty: The deployment of e-learning system is a big success for the 

institution, but making the system easy and user frendily is the key. However, in most of the 

cases, students report that they are facing diffuclties when using e-learing systems (Williamson, 

Maramba, Jones, & Morris, 2009; Cai, Yang, & Yang, 2004). 

7. Awareness and Attitude towards Technology: Awarness, and positive attitude, of students 

towards the technology, is an important varaiable leading to satisfaction and the very first 

varaible to grasp the interest of the student. If the attitude of students is negative, the intention 

of using the technology will decrease (Elias, Smith, & Barney, 2012). Hence in order to 

improve the odds for studnets to utilise the technology, awareness and attitude should be 
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considered. Positive attitude and better awareness towards technology would help improve 

student satisfaction towards e-learning. 

8. Perceived Usefulness and Ease of Use: Perceived usefulness, and ease of use, are key 

determinents of technology acceptance. Perceived usefulness is the degree to which one 

believes that using an e-learning system will increase his/her performance. Easy of use relates 

to the effort that must be invested to make the technology work effectively. In most cases 

students’ reluctance to use technology is due to a reduced preceived usefulness and ease of use 

(Wong, Nguyen, Chang, & Jayaratna, 2003), i.e. they don’t see the benefit and/or believe that 

using the technology will be hard. 

9. Computer Anxiety: Fuller, et al. (2006) states that computer anexity of the student is 

negitively related to the-learning results. Computer anxiety is conceptualised as a transitory 

condition, which fluctuates over time. It is effected by the other demographic varabiles, i.e. 

gender, age and academic qualification. 

 

This clearly shows that if student attittude and behavior, towards the use of a technology, is 

managed successfully then chances of e-learning success can be increased. Hence there is a need 

to identify different technologies in e-learning and discuss them. 

 

2.10. Technologies in E-learning 

In the field of education, technology is considered as the use of technological components (both 

soft and hard) in order to facilitate teachers, administration and specially students; as part of the 

learning experience. There are two basic types of technologies defined in the literature, namely 

“Device” and “Application”. Device is that technological component which has the physical 

existence, i.e. Computer, Laptop, Mobile etc. and it helps run the application which is the soft 

component of the technology. Both are integral parts for delivering eduation. However, 

applications have many types, all of which face daily functional innovations/updates. Due to this, 

research done at the application level can become quickly out of date, as a better commercial 

app/solution, or as a newer version of the app, becomes available. Also, one app can be used easily 

on different devices. It has also been noted that sometimes the apps are customised for a specific 

institute/LMS/audience. Hence investigating e-learning technologies at the application level will 

not give a generic solution to individual barriers identified in the TIPEC framework.  
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It will, however, be interesting to see how student’s preference differs across various devices, 

because the basic types of devices will remain the same as newer applications are developed for 

each of them. So, it would be more practical/useful to do research on the devices being used in e-

learning rather than the application level. The literature identifies six main devices that have been 

involved in e-learning (to date): 

 TV (Sife, Lwoga, & Sanga, 2007;  Park, 2009) 

 Radio (Hong, Kim, Kim, & Shin, 2008) 

 Desktop / Computer (Katz, 2000; Wong, Aggarwal, & Beebee, 2005; Ouamani, en Saoud, & 

Ben Ghézala, 2013) 

 Laptop (Pilgrim, Bledsoe, & Reily, 2012) 

 Mobile (Schneider, 2013; Neri, Lopez, Barón, & Crespo, 2013) 

 Tablet (Atkinson, 2008; Bradley & Holley, 2010; Hussein & Nassuora, 2011) 

 

2.10.1. Investigating E-learning Student’s Technology based Barriers 

within Higher Education 

Higher education (HE) is considered as a set of services (Ng & Forbes, 2009), and high-quality 

education facilitates the generation of a skilled workforce and contributes towards a well-paid 

career for the student (Janowski, Sobieraj, Szulwic, Wróblewska, & Wieczorek, 2014). Quality of 

education is positively related to the student retention and satisfaction of the services provided by 

the HE institutions (Sorey & Duggan, 2008). Despite the rapid adoption of e-learning by the 

educational institutes around the globe, student retention and satisfaction is still a huge barrier 

(Jones, Jones, & Packham, 2009). For educational institutes, in case of both e-learning and a 

traditional setup, the student is the key stakeholder and his/her perception about the quality will 

ultimately determine the institutional performance.  

 

In order to measure the higher education service quality, there are a number of studies explaining 

the different factors of higher education service quality. Higher education service (HES) quality 

indicators, proposed by Kwan and Ng (1999), have been used in a number of studies. These HES 

indicators were adopted from the study of Hampton (1993), which was based on the study of the 
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SERVQUAL model. The HES quality indicators can be used to investigate and compare an e-

learning student’s preference across different devices of e-learning, versus the student’s preference 

towards the face to face-learning. The overall results of both, i.e. face to face based learning and 

device based learning, can be critically compared in order to answer the first research question  

 

Is a student willing to switch to e-learning from a Traditional, i.e. Face to face setup at higher 

education institutes? If yes, then does (s)he prefer a single device for all higher education 

services? 

2.10.2. Role of Individual Culture in Technology Implementation  

There is an argument that attitude of people, towards any technology, is effected by their cultural 

orientation; and it varies within the population (Van de Vijver & Tanzer, 2000). It is, therefore, 

necessary to adopt a strategy that incorporates cultural dimensions of the respondents to determine 

their true choice preference (Triandis, 2000). Successful implementation of information technology 

is dependent on the receiver’s cultural ability to assimilate technology (Winschiers-Theophilus, 

2009). Bytheway et al. (2015) states that incorporation of ICT in education requires effective 

consideration of culture (Bytheway, Bladergroen, & Bangui, 2015); supported by the fact that the 

last barrier in the ‘individual’ TIPEC category is termed ‘Culture’ (Karahanna et al., 2006).  

 

Culture is the set of combined beliefs, knowledge, morals, arts, law and habits of society as a whole. 

Culture is presented as national, organisational and at the individual level. The concept of culture 

at the individual level has been in discussion for quite some time; with arguments stating that 

culture, defined by the concepts of national and organisational level, do not account for the 

disparities at the individual level. National and organisational culture explain cultural variations at 

the macro-level, yet technology (device) preference, and adoption, is a micro level concern (Srite 

& Karahanna, 2006).  

 

So, if individual culture is incorporated as a basis of this research, it will not only help in 

investigating the nine technology barriers within the individual barriers category, but it will also 

help us to see if e-learning student individual culture plays any significant role in preference 

towards e-learning devices across different HES. This will be the 2nd research question 
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Does e-learning student’s individual culture impact his/her device preference across the higher 

education services? 

 

2.10.3. Role of Individual Culture in Student’s Technology Acceptance  

Last, but not least, in order to practically enrich the findings, it would be really interesting to 

investigate the independent factors that lead to device preference of e-learning students. In order 

to do so, this research will be looking in detail towards the technology acceptance of e-learning 

students for their prefered devices.  

 

Technology acceptance is defined as “an individual’s psychological state with regard to his or her 

voluntary or intended use of a particular technology (Gattiker, 1984), factors which can affect the 

technology acceptance include: perceive enjoyment (Venkatesh, 2000), attitude towards 

technology (Fishbein & Ajzen, 1975), perceived ease of use (King & He., 2006), performance 

expectancy (individual perception about using technology will increase his/her performance), 

cultural orientation (Srite & Karahanna, 2006), etc. We can also see if technology acceptance 

variation occurs as a result of the student’s individual culture orientation. This leads us to the last 

research question. 

 

Does e-learning student’s individual culture impact his/her technology acceptance towards the 

preferred device(s)? 

 

So, the designed research experiments will not only help to find out if there is any shift of student 

preference towards e-learning setup, from a traditional format of higher education, but also it will 

help to identify the student’s preferred devices when undertaking e-learning. This study will also 

be investigating the role of culture in this device preference, with the eventual aim is to see if 

culture impacts upon the e-learning student’s technology acceptance of his/her preferred device(s). 

 

As a result, the researcher expects to identify the factors that lead to device preference, and suggest 

some practical ways to improve student’s attitude towards technologies in e-learning; hence 

increasing student e-learning satisfaction. This increase in student satisfaction would hopefully 
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reduce the student drop-out rate in e-learning, and hence play its vital role in practically realising 

the literature based promised benefits of e-learning. 

 

2.11. Context of Study  

After considering the three research questions, the next aim is to identify the context of data 

collection. The researcher has selected Pakistan as a test bed for the following reasons. Pakistan is 

a developing country in Asia with a population of over 190 million. 60% of this population is living 

in rural areas, which have no access to basic facilities e.g. medical, infrastructure, education etc. 

Furthermore, the overall literacy rate of Pakistan is 56.2% (Malik, et al., 2015). Literacy rates 

amongst females is only 43.5%, due to the social, cultural and religious values of the country, 

which do not allow females to leave the house for education purposes (Latif, 2011). The increased 

terrorist threat in the country has also caused fear amongst the people, resulting in less people 

sending their children to educational institutes. Additionally, Pakistan faces a lot of administrative 

and legislative issues (i.e. Poor Policy making, Political instability, Budget allocation, and Lack of 

Administrative Support). As a result, the educational standard is not improving in Pakistan (Iqbal, 

et al., 2013). The government of Pakistan has made an effort to implement e-learning programmes 

to overcome the barriers of time, space, gender disparity and low budgets. Two e-leaning 

institutions - Virtual University and Allama Iqbal Open University - were formed to implement e-

learning in order to reap the benefits promised in the literature. However, both ventures have failed 

to fulfil their purpose, which elucidates that e-learning is facing many problems in Pakistan. Few 

universities with good infrastructure and facilities are available in the country, and students from 

multiple cultural backgrounds get to share them. This brings a huge diversity of students with a 

wide range of cultural backgrounds. Since this research will be measuring the individual cultural 

orientation, i.e. in order to answer research question 2 and 3, Pakistani students will provide a good 

data set due to the cultural diversity available amongst the university students. 
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Chapter 3  

Research Methodology 

3.1. Introduction 

Discussion within Chapter 2 helped the researcher to model e-learning implementation barrier 

literature, i.e. the TIPEC framework, leading to the following three research questions: 

1. Is a student willing to switch to e-learning from a Traditional i.e. Face to face setup at 

higher education institutes? If yes, then does (s)he prefer a single device for all higher 

education services? 

2. Does e-learning student’s individual culture impact his/her device preference across the 

higher education services? 

3. Does e-learning student’s individual culture impact his/her technology acceptance 

towards the preferred device(s)? 

 

In this research, the main aim is to explain the role of culture in technology preference and 

acceptance when undertaking e-learning activity. The aim of this chapter is to explain and justify 

the appropriate research paradigms, approaches, strategies, choices and time horizons to answer 

my research questions. Next, explanation and justification about the target population, sampling 

types, sample frame, and sample size is discussed. Then, instrument development for each research 

question is explained. Finally, the techniques and procedures that will be used for data analysis in 

the coming chapters are mentioned, and an explanation of the research design in this study is 

provided. 

 

Figure 3.1 shows the concept of research onion proposed by Saunders et al. (2009), which will be 

followed throughout the chapter to justify each step of research methodology for the three research 

questions. The elements in bold, are critically chosen for use within the current study. 
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Figure 3.1 Research Onion (Saunders et al. 2009) 

3.2. Research Philosophies 

The selection of research philosophy/paradigms is crucial for corroborating the study strategy. The 

research philosophy, which we adopt, will have a significant effect on the problem that we are 

trying to investigate (Johnson & Clark, 2006). Accordingly, a string of assumptions should be used 

in order to develop or postulate what theoretical paradigms should be used (Filstead, 1979). 

Research paradigms are the methods, practices, guidelines and belief systems that are widely 

accepted and should be systematically followed by the researcher in order to conduct the study. 

Many authors have developed research paradigms, and there are different types of paradigms found 

in the literature (Cresswell, 2003). Saunders et al., (2009) research onion (Figure 3.1), and 

Easterby-Smith et al., (2012) have been credited with respectively explaining the three most widely 

used paradigms i.e. “Positivism”, “Interpretivism” and “Pragmatism”. Despite different views on 

paradigms, there are three underlying research philosophies explained by all authors, which are: 

“Ontology”, “Epistemology” and “Methodology” (Meyer, 1990; Guba & Lincoln, 1994; Creswell, 
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2003). Ontology is related with the nature of reality (Saunders, Lewis, & Thornhill, 2009), 

epistemology is the researchers view on reality, and how it can be understood (Creswell, 2003; 

Cater-Steel, 2008) and methodology is the process and technique of gathering and validating 

empirical evidence concerning the current problem, i.e. how research validates the solution of the 

problem.  

 

3.2.1. Positivism 

John Stewart Mill was the first author to state the concept of positivism (Keeley, Shemberg, & 

Zaynor, 1988). Positivism is also the most dominated view presently in academic culture 

(Polkinghorne, 1983; Ponterotto, 2005). Positivism aims to explain and validate/prove the 

theory/question under observation through use of quantitative approaches. According to Creswell 

(2009) positivism proposes a quantifiable and empirical solution of the postulates of theory. 

Positivism also aims to explain the causal relationship of variables to develop a theory (e.g. TAM, 

UTAUT2, etc.). Positivism also says that the results of the problem being researched are 

independent of the researcher; in other words, both have no influence on either one.  

 

3.2.2. Post-Positivism 

Post-positivism is similar to positivism with some adjustments, and the inclusion of concepts from 

interpretivism (Guba & Lincoln, 1994). Post-positivist concepts advocate that the researcher cannot 

be “positive” about his/her claimed knowledge. According to Fox (2008), the concept of post-

positivism has roots in the social sciences, i.e. to understand the realities of social phenomena. 

Accordingly, one needs to look at it the situation from the stand point of the respondent rather than 

the researcher/observer. In other words, researchers make up his/her own opinion and measure the 

problem based on the reality that commonly exists in the world. Post-positivism also effectively 

considers ethical consideration of the study.  
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3.2.3. Realism 

Saunders et al. (2009) states that “realism is the epistemological position that objects exist 

independently of our knowledge of their existence”. This concept proposes that objects exist 

independent of the human mind; also, what we apprehend through our senses is the reality/truth. 

There are two types of realism direct realism and critical realism, first says reality is as it is what 

we see and latter says what we see is not the things rather it is the image of reality or an actual 

object.  

3.2.4. Constructivism / Interpretivism 

This school of thought is based on the inductive approach and it uses of qualitative measures for 

theory development. According to Creswell (2009), the developed theory and concepts applied by 

the “constructivism/interpretivism” philosophy is mainly based on the understanding of the 

researcher. According ‘constructivism/interpretivism’ studies aim to explain the actions on the 

basis of the subjective implications. In contrast to the concepts where the researcher concludes 

findings based on numbers, “constructivism/interpretivism” focuses on the underlying causes 

behind actions. The studies carried out using this research approach are commonly conducted 

through interviews and use of hermeneutics (Guba & Lincoln, 1994). 

3.2.5. Pragmatism 

This paradigm was defined/developed in early 20th century. Tashakkori and Teddlie (2010) state 

that “pragmatism debunks concepts such as ‘truth’ and ‘reality’ and focuses instead on ‘what 

works’ as the truth regarding the research question under investigation”.  This concept is different 

from positivism and interpretivism because it states that, in order to determine the correct, 

ontology, epistemology and methodology one should focus on the research question. Mixed 

method, i.e. both quantitative and qualitative are appropriate within this paradigm (Saunders, 

Lewis, & Thornhill, 2009). According to Tashakkori and Teddlie, in pragmatism, unlike other 

paradigms, researchers and the subject of the study must be interactive during the course of study. 

They also stated that researcher should “study what interests him/her and is of value to him/her, 

study in the different ways in which he/she deem appropriate, and use the results in ways that can 

bring about positive consequences within his/her value system”. 
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3.2.6. Selection of Positivism Paradigm 

Research paradigms differ on the basis of research goals. The question is which research paradigm 

is best for this study? The three research questions will be discussed one by one. 

For research question 1, higher education quality indicators would be used to check if the student 

would be willing to switch to e-learning from a traditional format. The students would be 

approached to give them the option to select how they want to receive each of the Higher Education 

Services. They would have a choice to choose between a face-to-face format and/or use of different 

e-learning devices. The data needed to answer this research question would require capture of 

numeric values. Collection of numeric values will be done through structured questionnaires. 

Finally, student’s preference would be compared statistically. 

 

For research question 2, students would be grouped based upon their individual cultural orientation, 

and then their cultural orientation based preference would be checked against the overall preference 

measured in research question 1. Numeric data would be gathered from the students through 

structured questionnaires. This data would be used to create statistically significant cultural 

orientation based groups. The unique preferences of each of these groups would be checked against 

the overall preference. 

 

For research question 3, the researcher would be exploring the factors leading to student’s 

technology acceptance. This would be done by comparing the technology acceptance for each of 

the cultural orientation based groups formed in the previous research question. As before, this 

would require numeric data collection based upon questionnaires.  

 

Based upon the research approach requirements, explained above, positivism paradigm will be 

applied in this research. Studies that use variables that can be numerically measured, and implicate 

results and relationships between variables by collecting data from population respondents (i.e. the 

sample), is known as the “Positivist research” (Orlikowski & Baroudi, 1991). In the area of 

Information Systems (IS), the use of the positivism approach is more dominant than any other 

paradigm; with Mingers (2003) claiming the use of positivism in more than 75 percent of the 

studies in the IS field. As the definition of positivism states that it aims to find solutions to the 

research problem using quantifiable measures. To answer the three-research questions, this study 
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will, therefore, employ survey instruments to gather data and quantifiable measures, i.e. to interpret 

the gathered data. 

 

 In positivism ontology “the role of the researcher is to discover the objective physical and social 

reality by crafting precise measures that will detect and gauge those dimensions of reality that 

interest the researcher” (Orlikowski & Baroudi, 1991). The three research experiments will check 

the overall device preference, the impact of culture at the individual level on the device preference, 

and the impact of culture at the individual level on the technology acceptance amongst the students. 

The researcher will be looking into certain dimensions/factors related to higher education services, 

cultural orientation and technology acceptance respectively. So, for all three research questions, 

positivism ontology would be applied. 

 

This research would be testing the student’s beliefs related to his/her perception of receiving HES 

through e-learning devices. Next, cultural orientation based groups would be used in order to 

explore the students’ preference and technology acceptance. I would be checking the causal 

relationships for the selected model of technology acceptance. Positivism checks the casual 

relationship of the factors by the development of frameworks. Also, the epistemology of positivism 

is stated as beliefs that are tested (true or false) through empirical testing of the models and theories 

(Chua, 1986). Therefore, I will be applying epistemology of positivism. 

 

Statistical software (i.e. SPSS and AMOS) would be used for data analysis. According to Mingers 

(2003), positivism uses survey and questionnaire methods to gather responses and statistical 

software is used to draw conclusions from gathered data. Therefore, the methodology of positivism 

will be used in this study. 

 

3.3. Selecting the Deductive Approach 

According to Saunders et al. (2009), there are two approaches that can be followed in a research 

project, namely the deductive approach and the inductive approach. In deductive approach, the aim 

is to confirm the hypothesis and check the relationship between two or more variables. It involves 

examining the specific outcome of the inquiry, modifying the theory in the light of the findings and 

causal relationship between variables. The data is generally numeric in nature and collected through 
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questionnaires. Whereas, the inductive approach relates to getting a hold of what is happening 

around and development of theory based on the observation. This approach is used in the 

formulation of theory and data is commonly collected using interviews based on the data collected. 

Based on these two approaches, there are two methods to investigate the research problem, i.e. 

quantitative and qualitative methodologies respectively. As already explained above, quantitative 

methods will be used for each of the three experiments. Hence, the research approach is deductive. 

Quantitative methods are referred to as the solutions that seek to answer the research question 

through data and measurable relationship of variables (Bryman, 2008). Quantitative studies come 

under the banner of positivist paradigm and deductive appraoch (Alexander, 2014). The research 

problem in the quantitative method is explained by getting numerical data and then analysing it 

using statistical techniques to validate a hypothesis. In contrast to quantitative studies, qualitative 

studies use subjectivism and try to explore underlying causes behind the constructs (Creswell, 

2003). In the three experiments, already established constructs of individual culture orientation 

would be used, and the relationships of different variables of the selected model of technology 

acceptance would also be explored.  

 

Qualitative studies follow the Inductive approach. Qualitative studies are more useful while 

describing the phenomena in a subjective manner, also the qualitative method is used to explain 

the phenomena on which very little literature is available and the relationship of the constructs and 

definition are to be described (Gilbert & Stoneman, 2015). But after the development of constructs, 

their relationship cannot be proved with qualitative measures, the validation of those relationship 

requires quantitative methods and use of stats (Collis & Hussey, 2013). Creswell (2003) also stated 

that in order to generalise the theoretical prepositions, particularly in social sciences, it is required 

to use numerical data and perform statistical tests to interpret the findings. 

 

3.4. Selecting Survey Strategy 

After selecting the appropriate method of research i.e. quantitative method, the next step is to select 

a strategy for data gathering. According to Creswell (2003), there are number of ways to carry out 

quantitative research in social sciences and IT, such as: laboratory experiments, field study, 

ethnography, exploratory study, survey study, case study method etc. (Guba & Lincoln, 1994). As 
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already discussed, I will be using survey strategy to gather quantitative data for the three research 

questions. The survey research approach is most relevant for the current study as Saunders, Lewis, 

and Thornhill (2009) mentioned that survey method is fit for studies adopting the positivist 

philosophy. Survey method is best in three cases: first when the objective of the study is to find the 

relationship among the constructs through quantitative measures by gathering data from 

respondents; second, when the responses are gathered on predefined structured 

instrument/questions. Lastly, when the objective is to gather data from a fraction of the sample and 

generalise the findings to the whole population (Pinsonneault & Kraemer, 1993). The three 

research questions are relevant to the cases discussed above. 

 

3.5. Selection of Mono-method Research Choice  

Research choice consists of mono, mix and multi method. In mono-method, the researcher uses a 

single data collection technique and corresponding analysis of collected data (i.e. either quantitative 

or qualitative). Mixed methods approach employs quantitative and qualitative techniques either in 

parallel (at the same time) or in sequence (one after the other), but it does not combine them 

together.  Whereas, when more than one way of collecting data is used then it is known as multiple 

method.  Since I will be collecting numeric data using a structured questionnaire for the three 

research questions. Hence, I will be applying a mono-method of study, using quantitative methods 

(Saunders, Lewis, & Thornhill, 2009).  

 

3.6. Selection of Cross-sectional Time Horizon  

Time horizon is related to observational time for a study, either one observers a phenomenon in 

one round or multiple rounds (Saunders, Lewis, & Thornhill, 2009). The selection of a time horizon 

will depend on the nature of study (research questions). Gathering responses in one snap shot is 

referred as cross-sectional studies, whereas, longitudinal studies gather responses using the diary 

approach i.e. gathering observation over a period of time.  

 

Cross-sectional studies are conducted to study a phenomenon at a given point in time. Cross-

sectional studies often employ survey strategy (Easterby-Smith, Thorpe, & Jackson, 2012). 

However, short interviews case studies can also be applied in cross-sectional approach. The 
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longitudinal study aims to answer research question by observing people over a long period of time 

and studying their development overtime. Then drawing a conclusion based on the finding of past 

and post development.  

 

For the current study, cross-sectional time horizon will be adopted and survey strategy will be used 

to gather observations. 

 

3.7. Population and Sampling 

Proper selection of a sample from a targeted population is very necessary to obtain unbiased data 

collection and helps generalisation of results in an adequate manner (Bryman & Bell, 2011). 

Sample is defined as “a selected segment of the population which is chosen carefully to draw a 

conclusion and the findings can be generalised to the overall targeted population”. Literature 

suggests that four factors should be considered carefully during sampling “Sampling choice”, 

“Sample Frame”, “Sample Size” and “Response Rate” (Fowler, 2009). 

3.7.1. Population 

The identification and selection of population is very crucial for the success of the study. This will 

help the researcher in the generalisation of the results drawn from the sample. Before selecting the 

sample size, the identification of the population helps in explaining the researcher’s problem and 

proposed theories in a better and effective way. A ‘target’ population is defined as the “universe of 

units from which the sample is to be selected” (Bryman & Bell, 2011). It is also referred to as a 

sum of the sample, which has some similar attributes, i.e. group of people (employees, students, 

patients, consumers), and/or institutions (medical, service, firms). 

 

This study aims to check the device preference and acceptance of higher education students, so the 

target population is students enrolled in higher education universities in Pakistan. According to the 

Higher Education Commission of Pakistan (HEC), there are 163 public and private institutes, 

which provide higher education services to approximately 1.3 million students every year in 

different programmes (HEC, 2017). Using the whole population for the study is not possible so a 

sample size would be used and the findings will be generalised. For that,  a sample size will be 

selected from the population of students enrolled in higher education in Pakistan. 
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3.7.2. Sampling Choice 

Sampling choice is the recognition of respondents and importance of their response for the desired 

objective. Sampling choices can be categorised as “probability sampling” and “non-probability 

sampling” (Bryman & Bell, 2011). In probability sampling, every person in a population has a 

known and equal chance of being selected as the member of sample size, whereas in non-

probability sampling chance of selection for every person within a population is unknown or 

unequal. Probability sample includes simple random sampling, systematic sampling, stratified 

random sampling and cluster sampling. Simple random sampling is the selection of respondents 

from the population on a random basis, and each respondent has an equal probability of being 

selected. In systematic sampling, the researcher selects respondents after an interval from a 

complete list of respondents. Stratified sampling is the division of the whole population in some 

groups, and then select respondents using either of the first two techniques. In cluster sampling, 

the population is divided into clusters on the basis of some characteristic, and then simple random 

sampling is used to choose from clusters. On the other hand, non-random sampling includes 

judgmental sampling, quota sampling, snowball sampling and convenience sampling (Blumberg, 

Cooper, & Schindler, 2005). In judgmental sampling, as the name indicates, the researcher uses 

his/her own judgment and experience to select the respondents. When the population is divided 

into control groups, then using convenience or judgmental sampling to select respondents is known 

as quota sampling. In snowball sampling, respondents are selected based on some special 

characteristics (i.e. who fits the needs of the study). Subsequently, from the initial respondents’ 

reference, other subjects are included. Convenience sampling is non-probabilistic sampling where 

respondents are selected based on ease and access. 

 

Convenience sampling is fast, easy, and the cheapest of all sampling techniques. For the current 

study, convenience sampling will be used, as the selection of the respondents within the target 

population is easy to access.  

3.7.3. Sample Frame and Size 

The selection of a large sample does not ensure precision. According to Rice (1997) “the selected 

sample should be complete, i.e. every selected person should be part of the population, the frame 

should cover the whole population, sample size should be updated according to the changes in 
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population, sample size should be easy to access and lastly duplication should be carefully 

considered”. The sample size is based on the HEC statistics of yearly statistics. Use of HEC 

statistics is preferred because in Pakistan HEC is the regulatory body controlling the majority of 

education aspects. The selection of HEC as the basis of sample frame covers all the aspects of Rice 

(1997). 

 

It is clear that the use of the whole population for the study is not possible. Accordingly, selection 

of relevant sample size is quite a tricky process. A large sample size does not ensure precision, yet 

a small sample size would lead to greater chances of failure and wrong interpretations. There are 

number of methods to calculate the size of sample. The first measure that was used to calculate 

sample size was an online sample size calculator with the name of “Raosoft sample size calculator”, 

which has been used by many well citied studies (Olawale & Garwe, 2010; Wainstein, Sterling‐

Levis, Taitz, & Brydon, 2006). Raosoft sample size calculator calculates the sample size based on 

four factors, i.e. margin of error, confidence level, population and the response distribution (Fatoki 

& Chindoga, 2011). Using a margin of error at 5%, confidence level 95%, and a total population 

of 1.3 million the recommended sample size was 385. Hair et al. (2010) mentions that while using 

SEM if the number of constructs are more than 6, size of the sample should be 400. So for the safer 

end, we targeted for a sample size of over and above 500 for each research question. For 

respondents above 500, the confidence level for my population is 97.7%. 

 

3.8. Instrument Development 

After the defining the proper sample size, the next step is to gather the responses from selected 

sample. According to Zikmund (2003) the instrument used in research should be able to address 

two things: first, the instrument should be capable of measuring the responses to answer research 

questions (Construct validity); secondly, the construct reliability should be deemed strong.  

In the present study, for three research questions, three sets of questionnaires would be developed. 

The response of each individual would be given an ID to allow the researcher to link data to other 

questionnaire responses. Each questionnaire will have two sections, one for demographics 

questions and a second one for construct based questions. 

 



58 

 

First research question measures whether or not the student wants to switch to e-learning from 

traditional setting. For that reason, I would be identifying higher education services from the 

literature, and also the devices that are being commonly used in e-learning. My first questionnaire 

would check these devices against face-to-face format by asking students that what would be their 

preference when receiving the eight defined Higher Education Services (HES) (Kwan & Ng, 1999). 

They would be given the choice to choose between any of the devices or face-to-face setting. The 

responses would be gathered on a 5-point Likert scale (5 being strongly agree and 1 being strongly 

disagree). 

 

The second questionnaire would be developed to address the second research questions, i.e. “Does 

e-learning student’s individual culture impact his/her device preference across the higher education 

services?” Respondents would be the same to remain consistent – allowing cross comparison of 

results. The second questionnaire would be developed using the constructs of individual cultural 

orientation. 

 

The third questionnaire would be developed to address the third and last research question, i.e. 

“Does e-learning student’s individual culture impact his/her technology acceptance towards the 

preferred device(s)?” Respondents would be the same again. This questionnaire would be 

developed based upon the constructs of the selected model of technology acceptance. 

 

3.9. Data Analysis 

The current research is considering three research questions. Analysis for each will be discussed 

accordingly. Two tools of data analysis, SPSS and AMOS would be used for the three experiments. 

3.9.1. Research Question 1  

The first research question would be to check the student preference of device for the higher 

education service quality indicator against the traditional/face to face learning. For that, data would 

be entered in SPSS and the responses from the first set of questionnaires would be entered (each 

row representing a respondent), and every respondent would be assigned a unique ID. The test used 

for this experiment would be simple means of frequencies of each HES for the selected e-learning 

devices and face to face learning. The means will be compared for answering research question 1. 
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3.9.2. Research Question 2  

The second questionnaire will be used to measure the individual cultural orientation of the student 

(who would have already filled the first questionnaire). These responses would then be added to 

the responses of the first questionnaire, for each respondent. The following four tests will then be 

performed. Only the third test (i.e. structured equation modelling) would require us to use AMOS. 

SPSS would be used for the remaining three tests.  

 

Reliability  

Reliability will be checked using SPSS. The measure for reliability is Cronbach’s Alpha. 

Cronbach’s α is easier to calculate, it also checks the inter-item consistency and it is widely 

accepted and used in the field of academics (Nunnally & Bernstein, 1994). Next, Exploratory 

Factor Analysis (EFA) tests would be performed. 

 

Exploratory Factor Analysis 

Exploratory Factor Analysis (EFA) will also be performed using SPSS. EFA helps to screen out 

the problematic items of the questionnaire. The measures to check the EFA are: 

 First is the value of Kaiser Meyer Olkin Measrure (KMO) of sampling adequacy and 

Bartlett’s Test of Sphericity. 

 Second measure is communalities; these are initially at 1 for every factor in the 

consideration. If the extracted value of the communality for a certain variable is high (i.e. 

communality value is closer to 1), this implies that the extracted factors account for a large 

proportion of the variable’s variance. 

 Third measure is the cumulative variance explained, this means that the current extracted 

factors are explaining how much variance occurs in the data. Closer the value to 100%, the 

better is the variance explained. 

 Fourth measure is the rotated component matrix/pattern matrix. This measure checks the 

loading and correlation of the items with each other. 
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Structural Equation Modelling 

Structural Equation Modelling (SEM) is a very popular method in the information sciences, and it 

is used to confirm the theorised concepts. It involves covariance analysis and path analysis with 

latent variables (Gefen, Straub, & Boudreau, 2000). SEM is defined “as a multivariate technique, 

which combines features of multiple regression and factor analysis in order to estimate a multiple 

of networking relationships simultaneously” (Hair, Black, Babin, & Anderson, 2010). SEM also 

checks whether data fits according to the hypothesis model. 

 SEM is very important to confirm the constructs of the model (Confirmatory Factor 

Analysis, i.e. CFA). This helps the researcher in determining the construct validity and 

readability at both variable and item level. 

 Confirmatory Factor Analysis is performed on the constructs extracted through exploratory 

factor analysis, otherwise, it cannot be used in further analysis. 

 The relation of the independent and dependent variable is more reliable in SEM than any 

other technique.  

 

Hair et al. (2010) stated that there are six stages of SEM: 

1. Defining individual constructs: This stage explains the constructs, with reference to the 

theoretical justification. Selection of item with respect to each construct is defined in this stage. 

This definition of the constructs can be done for the development of new scale or on the basis 

of the previous studies. Constructs defined then will be used in the measurement model. 

2. Developing the overall measurement model: The defined constructs are then included as the 

latent variable in the model and each item (statement) is then assigned to the respective 

construct/latent variable. SEM consists of measurement, structural and correlational 

relationships. For the current stage, measurement relationship is defined between the items and 

the constructs. The linkage between the constructs and items measures the degree to which item 

is related to each construct. This step is also known as Confirmatory Factor Analysis. 

3. Designing a study to produce empirical results: This stage helps the researcher to look for the 

issues, which can occur during the model estimation. Those issues include missing values, type 

of data to be analysed (covariance/correlation) and effect of sample size. Issues related to 

missing values can be resolved by either deleting the whole case (complete case approach) or 
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filling missing values using means (imputation approach). Sample size issues can be resolved 

to look at the number of observed constructs to the number of responses. According to Hair et 

al. (2009) for each item, there should be at least 10 responses; also for a model having construct 

less than 5 at least 100 responses are required.  

4. Assessing measurement model validity: After the development of measurement model and 

collection of sufficient data, next step is to test model validity. This validity can be achieved 

by “establishing an acceptable level of goodness of fit for measurement mode” and 

“establishing evidence for construct validity”. Table 3.1 shows the indices of model fit. 

 

Table 3.1 Measures for Goodness of Fit (Hu & Bentler, 1999; Hair, et al., 2010) 

Measures Threshold 

CMIN/DF  < 3 good 

Comparative Fix Index (CFI) > 0.90  

Adjusted Goodness of Fit Index (AGFI) > 0.80 

Standardised Root Mean Square Residual 

(SRMR) 

< 0.09 

Root Mean Square Error of 

Approximation (RMSEA)  

< 0.05 good, 0.05 – 0.10 moderate 

 

5. Specifying the structural model: This stage involves the careful assignment of relationships 

between constructs based on the theoretical model. This is done by joining one construct with 

another construct using a single headed arrow (with the direction of the arrow representing the 

relationship based on theoretical model). The joining of two constructs should be based on a 

hypothesised relationship among the constructs. This step is also used to check the casual 

relationship between dependent and independent variable.  

6. Assessing structural model validity: Lastly, goodness of fit for the structural model is also 

checked using the indices defined in stage four.  

 

Grouping based on the Individual Culture Orientation 

The constructs that would be confirmed and validated using confirmatory factor analysis, will be 

used for grouping the overall student data to find out the significant groups based on individual 

culture orientation. The students would now be classified based upon their individual culture 
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orientation based groups. Then, the means of preference for each of the individual culture 

orientation based groups will be used to check the difference in device and face-to-face preference 

across the higher education services among the groups. The individual culture orientation based 

preference means would also be compared with the over-all preference means found while 

answering research question 1. If a difference is found in the over-all preference and individual 

culture orientation based preference of the students, this would answer the second research 

question. This would also find out what are the preferred devices for the students belonging to each 

of individual culture orientation based groups. 

 

3.9.3. Research Question 3 

The last experiment will be based on the results of the first two experiments. First, similar to 

experiment 1, responses of technology acceptance questionnaire for each member of the individual 

culture orientation based groups will be separated. Now after the separation of data based on 

individual culture orientation based groups, the analysis will be performed using SPSS and AMOS 

for the preferred devices: 

 Factor analysis to confirm and validate the constructs of selected technology acceptance 

model will be performed. Firstly, EFA will be performed.  

 Then using SEM, CFA (for overall data relating to technology acceptance) will be 

performed. 

 In the next step, data will be separated for the individual culture orientation based groups 

for the preferred devices. 

 Then using stage 5 and 6 i.e. “Specifying the structural model” and “Assessing structural 

model validity” of SEM, the researcher will specify the relationships of constructs of 

technology acceptance through use of the structural model, and by assessing the structural 

model validity. Then, using the measures to check the strength of the relationship between 

Exogenous (influencing) variables and Endogenous (influenced) variable, the significant 

predictors of technology acceptance for each cultural group will be checked along with 

model fitness. 
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3.10.  Ethical Consideration 

Ethical compliance for the current study is ensured as per the guidelines of the Henley Business 

School (University of Reading). During the data collection participants were asked to sign the 

consent form, which explains the right of withdrawal anytime from participating in the study. The 

consent form also mentions that their responses will only be used for the research purposes and 

information they provided will be secured. The unique ID assigned to each respondent was only 

used to link, and keep track of data collection. This process helps us get the honest opinion from 

respondents. Ethical concerns after data collection were also checked during data analysis and 

reporting stages. 

 

3.11. Research Design 

Research design provides an overview of the study. Chapter 1 presents a high-level overview of 

the research questions, the research aim, and the research objective. In chapter 2 those research 

questions were justified. The appropriate philosophies, sampling type, data collection modes used 

in order to address those questions were explained in this chapter. The research design explains 

how three research questions will lead to three experiments and the conclusion will be drawn on 

the basis of all three experiments. Chapter 2 helped us to explain the research questions by 

undertaking a literature review, i.e. reviewing e-learning implementation barrier identified in the 

literature between 1990 to 2016, and formulating the TIPEC framework.  

 

It was suggested that the individual (Student) and his/her perception towards e-learning 

technologies will play an important role in achieving the benefits of e-learning. Also, cultural 

orientation seemingly plays a significant role in the development of perception and behaviours. 

Therefore, in order to answer these research questions, a pathway is required to answer questions 

in a systematic and defined way. The discussion in the coming chapter 4 will be addressing research 

question 1, i.e. Is a student willing to switch to e-learning from a Traditional - Face to face - setup 

at higher education institutes? If yes, then does (s)he prefer a single device for all higher education 

services? Section 3.9.1. is a detailed version of the systematics steps that will be considered to 

answer this research question. Chapter 5 will explore research question 2, i.e. Does e-learning 

student’s individual culture impact his/her device preference across the higher education services? 
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Section 3.9.2. mentions the steps that will be followed to answer the second research question. 

Similarly, chapter 6 will address research question 3, i.e. Does e-learning student’s individual 

culture impact his/her technology acceptance towards the preferred device(s)? Section 3.9.3. 

describes the steps that will be pursued to answer this research question. 

 

The data analysis for the first research question will tell if the students are willing to switch over 

to e-learning for the 8 HES and do they prefer to receive all of them on a single device or a mix of 

devices. This will lead to the second research question, to investigate whether the cultural 

orientation at the individual (student) level plays a role in determining the preference of device(s) 

for HES quality indicators. The result of this chapter will help us narrow down that which device(s) 

are preferred by the students. For those selected devices, the researcher will check the technology 

acceptance considering the role of culture at the individual level. Finally, the discussion will be 

concluded by considering the three results, and importance of individual culture orientation in 

technology preference and acceptance will be identified. 

 

3.12. Conclusion 

This chapter explained and justified the research paradigms, approaches, strategies, choices, time 

horizons, target population, sample size and data analysis techniques concerning the three research 

questions for the study. All of the three research experiments will be performed using the 

quantitative method and statistical techniques. Questionnaire survey method was found to be best 

suited for the current study, which falls under the paradigm of positivism to collect responses for 

the three experiments. Detail of the targeted population and justification of the relevance of selected 

population and frame is also discussed in detail. Number of sample size and method of calculating 

the sample size for experiments is cited based on literature references. Later on, there is an 

explanation about the development of relevant survey instruments for each of the experiments. 

Lastly, a brief explanation of data analysis for three experiments is mentioned. 
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Chapter 4  

Understanding e-learning Students’ Device Preferences 

As discussed in Chapter 2, the first research question asks whether students are willing to switch 

to e-learning/blended learning from a traditional, i.e. Face to face, setup at higher education 

institutes? If yes, then does (s)he prefer a single device for all Higher Education Services? 

 

This chapter starts by considering literature, i.e. to define the role of education as a service. Higher 

education is discussed next by emphasising the role of students when assessing the quality of higher 

education that they receive. After a detailed review of the literature, eight service quality indicators 

for higher education are selected to serve as the basis of the planned experiment for this research 

question. These eight higher education service quality indicators are: Course content, Lecturer’s 

Concern for Students, Facilities, Assessment, Social Activities, Communication with University, 

Counselling Services and People. The role of technology in education is discussed next, leading to 

introduction concerning the different types of e-learning technologies available to students. Six 

information assimilation devices i.e. TV, Radio, Desktop, Laptop, Mobile and Tablet, are selected 

to check the student’s preference across the service quality indicators of Higher education.  

 

4.1. Education as a Service 

Education is fundamental in any society. The educational system transforms the youth with basic 

literacy skills into knowledge workers, and entry-level professionals (Maglio, Srinivasan, Kreulen, 

& Spohrer, 2006). All educational institutions (including universities, colleges, and schools) are 

justifying themselves by claiming that they are spending the public funds for the greater benefit of 

the public. Educational institutions are often considered as protectors and creators of knowledge 

which serves the wider benefit of humanity (Fuente, 2002). In a democratic social structure, 

educational institutions position themselves as supervisors for the free interchange of thoughts and 

ideas, and claim to provide protection for freedom of thought; including the freedom to dissent 

from existing orthodoxies. The significance of education, and how the education influences in the 

economic development of a social setting and a nation, has already been discussed in detail (see 

Chapter 2, Section 2.2).  
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The focus of discussion in this chapter is to elaborate upon the concept of education as a service. 

Services, in general, have been defined in many different ways: A service is an immaterial real-

time process through which the user is delivered some intangible goods (Bitner, 1997); a service is 

deemed as an intention, process, and performance (Lovelock & Wirtz, 2001). Definitions of service 

show that in essence education is a service, since schools appeal to students based on intention, the 

study is in essence ‘a process’, and students evaluate quality based on the performance of academic 

and other staff. Accordingly, we can conclude that education offered to the students is a service 

that increases their knowledge and enhances their skill set. 

 

Therefore, it is imperative that the service quality be formally assessed, beyond the teaching 

evaluations performed for each course. In this context, service quality is acknowledged as a key 

performance measure for excellence in education, and a major strategic variable for universities as 

service providers to increase market share (Blustain, 1998). Education is a pillar of the modern 

economy, which is the reason why scholars are seeking to ensure and obtain high service education 

quality (Buzzell & Gale, 1987; Grönroos, 1999; Changhong & Chi, 2002). 

 

Application, adaptation and assessment of the service quality concepts and models in the higher 

education sector have been an area of concern for researchers in recent years; where many 

education institutions align themselves to achieve major goals (Temizer & Turkyilmaz, 2012). 

Furthermore, Astin stated that student’s perception of quality service in higher education will 

determine student retention (Astin, 1993, p. 482); which is a major issue in e-learning. There is a 

need to assess what a student prefers during his e-learning experience. If an e-learning student can 

be provided e-learning that supports student preference, there is a good chance that we can increase 

retention rates; confirming that individual, i.e. student, is the central component in the education.  

According to 2011 standards of educations (i.e. International Standard Classification of Education 

(ISCE), there are nine levels of education (Level 0 to Level 8) (UNESCO, 2012; Schneider, 2013). 

 Level 0: There are two sub-levels of foundation education. The first is named ‘early childhood 

educational development’, which is for children up to the age of 3 years. The aim of this level 

is to prepare children for school. Second level is known as Pre-primary education, level 0 starts 

after the age of 3. The aim of the pre-primary level is to prepare the child for primary education. 
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 Level 1: Second level of foundation is Level 1, which starts at the age of 4 or 5 normally and 

this level builds the basic foundation of a child learning through reading, writing and basic 

mathematics. 

 Level 2: Lower secondary is the name for Level 2. It is also one of the two stages of Secondary 

Education. This level is more subject oriented, which starts after primary education is 

completed. 

 Level 3: Upper secondary is the second stage and fourth level of education system. After 

completing Level 3, secondary school is finished, as it is the final stage of secondary education. 

At this level, students are equipped with relevant basic employment skills and are offered 

different options and ranges of the subjects. Level 3 prepares students for tertiary education. 

 Level 4: Post-secondary non-tertiary education builds on the knowledge of secondary 

education to prepare students for tertiary education as well as the labour market. From level 4 

onwards higher education starts. 

 Level 5: At this level, students can move to a selection of the occupation based on educational 

programmes. Level 5 is known as short-cycle tertiary education (Breen & Jonsson, 2000). 

 Level 6: After completing this level, students can obtain a first level tertiary degree. This level 

provides the professional knowledge and skills for occupation. The name of Level 6 is 

Bachelor. 

 Level 7: Level 7 is Master or second tertiary degree. 

 Level 8: This level provides a degree for advanced research qualification it normally concludes 

after submitting and defence of a dissertation/thesis. 

 

From the above mentioned different levels of education (primary, secondary, college and university 

etc.), Levels 5 to 8 are known as higher education, often termed ‘university education’. This study 

focuses specifically on the higher education.  

 

4.2. Higher Education 

Two services cannot be treated as identical if they are performed in different settings and/or by 

different individuals (Adler & Graham, 1989; Zeithaml & Bitner, 2000; Lovelock, Patterson & 

Walker, 2003). Given the student diversity, differences in learning styles, previous life experiences, 

and the variation in service facilities offered by universities, student perception of a generalised 
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service performance will be different, thus contributing a major challenge to universities in terms 

of sustaining a uniform standard of service performance (Dawson & Conti-Bekkers, 2002; 

Patterson & Anuwichanont, 2003). Perceptions formed by students, relating to service 

performance, are the result of the student attitudes, which can be expressed either as being positive 

or negative (Keaveney & Susan, 1995; Boshoff, 1997); based on how student expectations, 

concerning the delivery of the services, have been met by the university. If a negative attitude is 

formed, it will be difficult to achieve overall satisfaction and could result in complaints, decreasing 

loyalty and negative Word of Mouth (WOM) (Maxham & Netemeyer, 2002; Kau & Loh, 2006). It 

is critical therefore for universities to manage student perceptions of service performance, in order 

to improve their attitudes towards the institution (Bagozzi, 1992). Accordingly, universities need 

to recognise the fact that postgraduate students, all of whom have prior experience in a university 

service environment compared to undergraduate students evaluate educational service differently; 

resulting in the formation of different attitudes towards service performance. 

 

What the university offers students is much more than just the education; including both social 

interaction and learning supporting services (Sevier, 1996). The attitude towards students has also 

changed, and the voice of the students is increasingly influencing higher education improvements 

(Williams, 2002). Hence, in university education, students are not only arguably the most important 

stakeholder, but also play a pivotal role in assessing the quality of the education provided by a 

higher education institute.  

 

4.3. Service Quality Indicators of Higher Education 

By considering service quality literature, it was noted that service quality is mostly defined in the 

context of consumers (Kessler, 1995). Service quality relates to how well the delivered service 

meets the customer expectations (Lewis & Booms, 1983). Defining service quality in the context 

of higher education is no less elusive. Reeves and Bednar (1994), argued that there is no such 

definition of service quality, which is universally appropriate for the higher education, thus quality 

in higher education should be defined under the general definition of service quality. 

 

A number of studies consider higher educational quality Lee et al, (2009) describes seven critical 

factors of e-learning. Factors described by Lee et al. (2009) include: 
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1) Instructor characteristics: This is referred to as the characteristics like care and help that are 

provided by the instructor in order to accommodate students. 

2) Teaching materials: This is related to the course material provided for learning. It signifies 

the relevance and suitability of learning material with e-learning.  

3) Design of learning contents: Consistency of the content provided for learning, i.e. to ensure 

that the accurate delivery of the intended meaning is measured against some key criteria.  

4) Playfulness: This factor explains the extent of student enjoyment while receiving e-

learning. 

5) Perceived usefulness: This factor was derived from the concept of technology acceptance, 

i.e. perceived usefulness. It measures that whether the student believes that the use of a 

particular e-learning technology increases his/her learning outcome or not, i.e. is it a useful 

activity. 

6) Perceived ease of use: This factor measures the student’s perception concerning the extent 

of ease felt by a particular when engaging with the technology for learning purposes, i.e. is 

the technology easy to use. This was also taken from the concept of technology acceptance. 

7) Intention to use e-learning: Similar to the previous two factor this factor was also taken 

from the technology acceptance theory. This signifies the student’s intention to use e-

learning. 

 

The Lee et al. (2009) study aimed to fill a gap in individual country-level e-learning research.  

Levy (2008) investigated issues related to learners’ perceived value by uncovering the critical value 

factors (CVFs) relating to online learning activities. The five critical value factors of learning 

defined by Levy (2008) are: 

1) Collaborative, Social, and Passive Learning Activities (CSLA): This factor consolidates the 

collaborative, social and passive online learning activities. Activities like file sharing, live 

chat, email sharing files, with the peers are referred as the collaborative and social learning 

activities. Whereas activates that a student performs individually like listening to course 

audio/recordings, studying chapter notes (slides), and reading assignments of other 

classmates are called as the passive learning activities. 

2) Formal Communication Activities (FCA): Formal activities include the formal 

communication with instructor e.g. e-mail, discussion forums, information related to 
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grades, and assignment guidelines. The formal activities also include the registration of the 

course and communication with the institution in order to gain information.  

3) Formal Learning Activities (FLA): This factor refers to activities such as assignment 

submission, profile development (blog, website etc.), student’s participation in discussion 

forums. Such formal learning activities have a direct impact on the grades of students. 

4) Logistic Activities (LGA): This factor includes the online learning activities like uploading 

and downloading the assignment results and grades, downloading course material and 

outline and purchase of text book, software, and other items provided by the institutes.  

5) Printing Activities (PA): Printing activities as the name suggests is about the printing of the 

course content, assignment guidelines, course documents, etc. (Levy, 2008). 

 

Jung (2011) aimed to identify the quality dimensions as perceived by adult learners, i.e. those who 

had taken one or more e-learning courses offered by higher education institutions, to identify and 

confirm the structural features of these quality dimensions. The quality dimensions of learning 

defined by Jung (2011) are:  

1) Institutional support: This factor referred to as the institutional planning, resources and 

leadership support for e-learning  

2) Course development: This factor is referred to as effort by the e-learning institute to help 

in the development of course materials and learning activities. 

3) Course structure: The course structure is related to the policies and procedures that relate 

to the learning process.  

4) Teaching and learning: This factor relates to the pedagogical activities in e-learning to 

ensure the proper delivery of learning material. 

5) Student support: This ensures the support services provided to students by the institute.  

6) Faculty support: This factor takes into account the services required to ensure and facilitate 

the faculty/staff to perform their jobs. 

7) Evaluation & assessment: This is related to how students are assessed and/or awarded the 

grades for their achievements by an e-learning institution (Jung, 2011). 

 

Kwan & Ng (1999) proposed a set of higher education service quality indicators, which have been 

extensively used in a number of studies around the globe to check the quality of education service 
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offered by universities. Kwan and Ng (1999) proposed nine higher education service (HES) quality 

indicators to assess the service being delivered at universities. In 1970, a survey instrument was 

designed to measure service quality in education; keeping in mind the support services (Betz, 

Klingensmith, & Menne, 1970). Later in 1993, Hampton refined and reduced Betz, Klingensmith 

and Menne factors to find out the factors that contribute towards quality education. The main aim 

of Hampton’s study was to develop “service indicators” by the students themselves (Hampton, 

1993). Hampton (1993) mounted his questions in the form of a SERVQUAL survey which was 

carried out in the United States. In 1999 Kwan and Ng adopted the quality indicators developed by 

Hampton (1993). Kwan and Ng argued that students’ perceptions and expectations are often 

influenced by their cultural orientation. Kwan and Ng (1999) considered cultural variables in 

service quality in their adaptation by conducting a survey in both Hong Kong and China. 

 

Kwan and Ng (1999) used factor analysis to identify seven factors for each of the two universities 

in China and Hong Kong respectively (see Table 4.1).  

 

 

Table 4.1 Studies of Kwan and Ng in Hong Kong and China 

Quality of Education Factors (Hong 

Kong)  

Quality of Education Factors (China) 

Course Content  Course Content  

Concern for Students  Lecturer’s Concern for Students  

Facilities  Facilities  

Assessment  Assessment  

Social Activities  Social Activities  

Medium of Instruction Counselling Services 

People  Communication with University 

 

The nine factors, defined by Kwan and Ng (1999), were identified by removing the duplicated 

factors: 

1. Course content: Course content relates to: 

 Usefulness of course in terms of both personal growth and career development 
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 Material in course 

 Module components offered 

2. Facilities: Facilities relate to provision of: 

 Library 

 Computers 

 Recreational Facilities 

 Sports 

3. Lecturer Concern for Students: Kwan and Ng defined this variable as “whether the 

students value the services of advisors from whom they can seek help as well, as the 

provision of upward communication channels to present their ideas to university 

management”. 

 Personal attachment towards student 

 Talking with students after class 

4. Social activities: It signifies the importance given to social activities in the 

university/college life. 

 Interactions with fellow students through events etc. 

5. Communication with University: It is stated as the willingness of university management 

to take opinions from students. 

 Student communication with University management 

 Channels for students to reflect ideas to university management. 

6. Assessment: This indicator means that “students are looking for a fair assessment scheme 

and are getting a righteous return for their effort spent on studying”. Assessment scheme 

comprises of: 

 Exams 

 Quizzes 

7. Counselling Services: Counselling services include personal advice that is offered by the 

institution, e.g.  

 Help provided by advisor 

 Interest taken by advisor in students’ progress 

8. Instruction medium: Instruction medium relates to the medium used to support the 

transfer of course material/information. 
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 Language used in instruction of education 

 Language used in lectures and tutorials 

9. People: The people factors considers:   

 Interaction with People 

 Aspiration to make new close friends 

 

Kwan and Ng’s (1999) higher education service (HES) quality indicators have extensively been 

used in numerus studies around the globe to check the quality of education service offered at the 

universities. A study was conducted at Universiti Tun Abdul Razak (UNITAR) to find out whether 

the current undergraduate students are satisfied with the quality of education delivered by the 

university. This study also attempts to discover which of the factors that constitute UNITAR’s 

education service contribute the most to the students’ satisfaction level; and uses the satisfaction 

model, which incorporates perceived value and perceived performance as the measure of 

satisfaction. Specifically, the research is modelled based on Kwan and Ng’s (1999) constructs 

(Peng & Samah, 2006). A study conducted at the Central Queensland University (CQU), 

Rockhampton (Australia), to develop and empirically test an integrated model incorporating the 

antecedents and consequences of service quality in a higher education context. A model was 

developed by combining other models indications; including Kwan and Ng’s (1999), and Sultan & 

Wong (2012). Studies by Garvin (1988), Watson, Saldaña, & Harvey (2002) and Peng & Samah 

(2006) have all applied the HES quality indicators (Kwan and Ng, 1999) to assess the quality of 

education. These HES quality indicators have been selected in the experiment to answer the first 

research question. 

 

As mentioned in Chapter 2, education can be delivered in two ways, i.e. traditional (face to face) 

and/or e-learning (using technology). In this chapter, I will be comparing traditional (face to face) 

and e-learning methods of education delivery, considering relevant HES quality indicators. Since 

quality indicator number eight i.e. Instruction medium, is irrelevant to the technology preference, 

it will not be used in the experiment. Accordingly, the preference of students over face to face and 

e-learning against the eight remaining HES quality indicators will be checked. Before moving on 

to the experiment, there is a need to understand the role of technology in education and types of 

technologies available through which education can be delivered and received. 
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4.4. Education and Technology Advancement 

Teaching is becoming one of the most challenging professions in our society, since knowledge is 

expanding rapidly, and changes in modern technologies require teachers to adjust and learn how to 

use these technologies in their teaching approaches (Jung, 2005). Today’s generation of students 

has many opportunities and options when undertaking educational learning, with the involvement 

of technology making educational learning faster and easier.  

 

In e-learning, technology can be defined as a tool that facilitates insight and understanding and/or 

disseminates what was learned (Fisher, Thompson, & Silverberg, 2005). Fundamentally, 

educational technology is the “use of information technology to facilitate students’ learning” 

(Fleiszer & Posel, 2003).  

There are two types of technologies that exist on the basis of structural distinction; i.e. broadcast 

technology and communication technology. Broadcast implies a one-way transfer of knowledge 

taking place, e.g. television and print media, where the bidirectional exchange of thoughts is not 

possible. Broadcast technology is considered to be standardised. Communication, on the other 

hand, is a two-way/bi-directional technology where interactions between the learner and the teacher 

are possible. Telephone and video conferencing are such examples. The main technologies, and 

their corresponding educational application, are presented in Table 4.2 (Bates, 2005). 

 

Table 4.2 Technologies and their Application in Education 

Technology Educational Application 

Class room, labs Lectures, seminar 

Print Course unit, supplementary material 

Radio, Telephone, 

TV 

Programs, telephone tutoring, audio-conferencing, video-

conferencing 

Computers, world 

wide web 

Power point, CAD, e-mail, online courses, data bases, Web Quest 
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4.5. E-Learning Technologies 

Education is one of the fastest growing economic and social sectors in the world, and the use of 

new technologies is the driving and integral component of that growth (Chye, et al. 2014). Many 

e-learning technologies are currently available for educational use, by which students with a diverse 

cultural background and educational levels can obtain a benefit. These technologies can be 

classified as relating to either applications or devices. 

 

4.5.1. Applications 

The term “Application” has been referred in the literature as “a program running on a mobile or 

computing device” (Erb, 2014). Erb (2014) further mentions that programs like internet browsers, 

email, games, word processor programmes, spread sheet programmes, etc. are referred to as 

applications. Kelly et al. (2015) defined an application as a program that can be used in controlling, 

and/or operating, one or more of the following, a stationary mobile device, tablet, smart phone, and 

computer. Accordingly, it can be inferred that Applications are a software based program that can 

run on a device in order to control and operate processes for the right outcome.” 

 

Educational institutions can take advantage of cloud applications to provide students and teachers 

with free or low-cost alternatives to expensive, proprietary productivity tools. A cloud computing 

based solution for building a virtual and personal learning environment combines a wide range of 

technologies, and tools to create an interactive tool for science education. Such systems allow the 

exchange of educational content and integrate different pedagogical approaches to learning and 

teaching under the same environment (Al-Zoube, 2009).  

 

Marjanovic (2005) showed that when designing and implementing a web-based handbook, in 

addition to content integration, it is necessary to integrate the existing tools and applications, for 

example, collaboration tools such as chat and bulletin board, as they could be used in individual 

tasks (Marjanovic, 2005). Internet-based classroom applications have been enthusiastically 

adopted in various educational settings. (Matusov, Hayes, & Pluta, 2005). The usage of web 

technologies in e-learning are further enhanced with by the Web 2.0, which is a set of economic, 

social, and technology trends that facilitate a more socially connected Web where everyone is able 
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to add to and edit the information space. These include blogs, wikis, multimedia sharing services, 

content syndication, podcasting and content tagging services (Andersen, 2007).  Web services are 

Internet-based, modular applications, possibly offered by different providers, which use a standard 

interface to enable efficient integration of business applications across organisational boundaries. 

Recent reports by various leading industry analysts and practitioners claim that web-services will 

revolutionise existing IT applications as they enable easy integration of different platforms, tools 

and resources (Marjanovic, 2005). Hence, a wide range of applications used in e-learning have 

been mentioned in the literature (see Table 4.3). 

 

Table 4.3 Applications in e-learning 

Sr. 

No. 

Application Study 

1.  Skype, Oovoo  Masalela, 2011 

2.  WhatsApp  Maheswari, 2014 

3.  Blogging   Ebner, 2007; Koller, et al. 2008 

4.  SBS, Social Bookmarking System  Bateman, 2009 

5.  Mobile Web 2.0  O’reilly, 2005; Cochrane & Bateman, 2010 

6.  Cloud Computing  Sultan, 2010 

7.  ILIAS (Integrated Learning, Information 

and System) 

 Hotrum, et al. 2005; Itmazi, et al., 2005 

8.  Plone  Thiruvathukal & Laufer, 2004 

9.  uPortal  Breslin, et al. 2006; Jianhong & Junsheng, 2010 

10.  Clarolin  Babbie, 2010 

11.  InterBook  Brusilovsky, Eklund, & Schwarz, 1998 

12.  MetaDoc Brusilovsky, 2004 

13.  Instant Messaging  Nardi, et al. 2000; Vogiazou, 2002; Bronstein & 

Newman, 2006; Whipple, 2006; Pi, et al. 2008; 

Zinman, et al. 2009 

14.  Web 2.0  Andersen, 2007 

15.  Digital Textbooks  Embong, Noor, Hashim, Ali, & Shaari, 2012 

16.  Virtual collaborative workspaces and 

Virtual  Classrooms 

 Koller, et al. 2008; McBrien, et al. 2009 

17.  Cloud Computing  Murah, 2012 

18.  Podcasting  Scutter, Stupans, Sawyer, & King, 2010 

19.  Moodle:  Nedeva, 2005 

20.  Social Networking Sites:  Chatti, Jarke, & Frosch-Wilke, 2007 

21.  Tutorials   Koller, Harvey, & Magnotta, 2008 
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Applications have many forms and the domain benefits from daily innovation. New versions are 

being launched on a regular basis for many applications. Accordingly, because of the constant/rapid 

change, specific research done at the application level will soon be out dated, as a better ‘app’ or a 

newer version with innovative features becomes available. Also, one app can be used easily on 

different devices. Whereas, the devices on which these applications run, are not practically 

changing as fast as the applications. The next section discusses the devices being used for e-

learning. 

4.5.2. Devices 

The term “Device” has been interchangeably used as ‘Gadget’ by many different researchers. 

Gadget/Device are “novel products (e.g., mobile phones, computers, and GPS navigators) that have 

software applications loaded into hardware and software platforms” (Shoham & Pesämaa, 2013). 

Device/Gadget is a leading-edge, technology based good which provides the services 

complementing the technology, (Bruner & Kumar, 2007). Most of today’s devices/gadgets use 

embedded software, which, in many cases, has taken over what mechanical and dedicated 

electronic systems used to do. Indeed, embedded software appears in everything (Lee, 2000). An 

E-gadget is defined as an everyday physical object enhanced with sensing, actuating, processing 

and electronic communication abilities (Markopoulos, Mavrommati, & Kameas, 2004). Handheld 

information devices, equipped with wireless LAN functionality include: PDAs, pocket game 

machines, smart phones etc. (Hoshi, Watanabe, & Osuka, 2011). The device is, therefore, a stand-

alone component that encapsulates a specific behaviour (Kolbitsch, Holz, Kruegel, & Kirda, 2010). 

Accordingly, device is a technology based physical object which supports multiple applications. In 

the following text, various devices, used previously in e-learning, will be considered. 

 

Television: Television refers to a unidirectional receiver that displays visual images of stationary 

or moving objects both live or pre-recorded and mostly accompanied by a sound which is 

electronically captured, processed and re-displayed. Learning programmes for kids and adults can 

be shown through different processes and activities that may not otherwise be available. Data 

displayed in the form of visual images of stationary and moving objects can be both pre-recorded 

and go live along with audio (Sife, Lwoga, & Sanga, 2007). Educational videos can be delivered 



78 

 

through television, and videos can be made in the variety of forms, e.g. like lectures, 

documentaries, case study and digital video clips (Park, 2009). 

 

Radio: Radios have pre-recorded and/or live sound. Educational programmes or lectures can be 

recorded and broadcasted as scheduled. This would help those people who have time shortage and 

want to learn or be informed about some issues (Sife, Lwoga, & Sanga, 2007). Another author 

defines radio in learning as wireless transmission technology combined with awareness, learning, 

and adaptation capabilities (Hong, Kim, Kim, & Shin, 2008). 

 

Computer/Desktop: A computer is PC or desktop terminal with a keyboard and monitor, 

capable of processing data such as a personal computer and personal digital assistant (Katz, 2000; 

Wong, Aggarwal, & Beebee, 2005). Computer-supported collaborative learning (CSCL) is 

a pedagogical approach wherein learning takes place via social interaction using a computer or 

through the Internet. This kind of learning is characterised by the sharing and construction of 

knowledge among participants using technology as their primary means of communication or as a 

common resource. The computer provides the network for the transfer of skills and knowledge 

(Ouamani, en Saoud, & Ben Ghézala, 2013). 

 

Laptops: Laptops can provide similar functionality to that of computers/desktops, including 

CSCL; however laptops are small enough and portable enough to be common as classroom tools. 

Laptops have the bi-directional capability (e.g. built in camera, mic and speakers) and an increased 

level of mobility (Pilgrim, Bledsoe, & Reily, 2012). 

 

Tablet: Tablet computers (or tablet PCs) are a form of mobile personal computer with large, 

touch-sensitive screens operated using a pen, stylus, or finger; and the ability to recognise a user’s 

handwriting, a process known as “pen computing” (Atkinson, 2008). It has been maintained that 

devices like tablets and smartphones must be considered more as learning hubs than multiple 

devices. This is so because these devices dynamically integrate all the personal learning tools, 

resources and self-created artefacts in one place: Use of tablets is fast becoming ubiquitous, and 

students now use tablets everywhere to engage with their studies. Students can, therefore, access 

http://en.wikipedia.org/wiki/Pedagogical
http://en.wikipedia.org/wiki/Learning
http://en.wikipedia.org/wiki/Learning
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library catalogues from home or on the road (Al-Fahad, 2009), and they download course materials 

from anywhere beyond the campus (Oliver, 2005). This is a technology that allows students to 

freely record lectures and play them at their own time and location (Bradley & Holley, 2010) as 

well as to gain fast access to a range of online sources (Hussein & Nassuora, 2011). Alleviated 

from the burden of carrying heavier tools like laptops, students now travel freely, carrying with 

them their files, working on them while on a train or bus, the lecture room or at the park (Oliver, 

2005). 

 

Mobiles/Smartphones: Advances in the smartphone and mobile application (app) technology 

provide new ways for outreach, especially for adolescents. Using smartphones not only can expand 

the extent to which information and resources can reach students but it also can provide students 

with direct interaction and opportunities for obtaining follow-up information from the services 

(Schneider, 2013). Smartphones and mobile internet connections are mainstream; these two factors 

open the door to an improvement in the quality and quantity of the information available to the 

user depending on his/her location and which he/she is also capable of sharing, instantly, with 

others (Neri, Lopez, Barón, & Crespo, 2013). Statistics show that more than 3 billion people around 

the world own a mobile phone. The penetration of mobile devices, especially in many European 

countries, exceeds 90% and the younger generations seem to be the most dependent on this device 

for communication (Traina, Doctor, Bean, & Wooldridge, 2005). The use of smartphones in 

education is also growing among the adolescent population, even those students from low-income 

households, with approximately one in three students using their phones for help on homework 

(Khadaroo, 2012). So, this is the device with maximum penetration among the students. 

 

4.6. Why look at Device Level? 

Research done at the application level would be outdated quickly, as compared to a research 

effectively considering student preference of device use. It will be interesting to see that how 

student’s preference differs for various devices because the basic types of devices will remain the 

same as newer applications are developed for each of them. So, it would be more useful to do 

research at the device level. Also, in Pakistan, for last seven years, the provincial and federal 

government of Pakistan has been investing in a technological revolution, i.e. by distributing laptops 
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amongst the bright students. It would be interesting to reflect upon whether or not this is a positive 

strategy of investment. 

 

At the end of 2011, the first phase of the technological reforms was executed by the Punjab 

provincial government, and 100,000 laptops were distributed amongst the brighter students. The 

2nd phase was started a year later, and another 100,000 laptops were distributed for the newly 

enrolled students during the year. Two years later, the federal government started the prime 

minister youth development scheme across the country. Province wise distribution was held and 

the top students in classes were awarded laptops for use as university students. Within the same 

year, students of matriculation and intermediate were also awarded 100,000 laptops. Regardless of 

all these technological advances, the question still exists whether or not the laptop is fulfilling its 

purpose, and more importantly is laptop the right device to be distributed among HE students. Also, 

the initiative taken by the government to promote e-learning to achieve the educational goals are 

not giving results as expected. Two universities that tried to implement e-learning have failed badly 

in Pakistan (for detail see Chapter 2, Section 2.5).  

 

There is no research to date that looks into the technology preference of the students of higher 

education institutes. Research is needed, for both the public and private sector to better inform 

educational specialists to understand student preferences in terms of devices preference in 

education. This research aims to give a better idea about the students’ preference concerning device 

use, in context of specific educational services, and results will exhibit whether students are willing 

to switch to use of a device (over face to face). If yes, then which device is best? 

 

A number of studies in literature explain the preference of the devices of the respondents. Most of 

these studies, however, have either checked preference on a single device (Thomas, Singh, & 

Gaffar, 2013; Yang, 2013) or were related to the consumer perspective instead of educational sector 

(Carlsson, Carlsson, Hyvonen, Puhakainen, & Walden, 2006; Vongjaturapat & Chaveesuk, 2013). 

A study in the context of the Guyana was carried out to check the adoption of mobile learning 

among the higher education students considering cultural aspects of Guyana (Thomas, Singh, & 

Gaffar, 2013). Results showed the variance in technology adoption amongst students, raising 

questions concerning cross cultural differences, however, this study only addresses mobile learning 
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instead of the wide range of technologies used in e-learning. Yang (2013) also used the concept of 

self-management to explain the technology adoption of the students, limitation of this study is 

consistent with the study in Guyana; and only explains the adoption of the single device/technology 

i.e. Mobile. Some other studies (Carlsson, Carlsson, Hyvonen, Puhakainen, & Walden, 2006; 

Vongjaturapat & Chaveesuk, 2013) carried out to measure technology adoption, yet these studies 

related only to the services with a consumer perspective. Carlsson, et al. (2006) used Unified 

Theory Acceptance and Use of Technology (UTAUT) to measure the mobile services in Europe. 

So, there is a need to measure the quality of education being provided by the institutes and to find 

out the expectation of the students about their needs from the institutes. Literature related to the 

quality indicators of education is available, but most literature focuses on explaining the quality of 

higher education for traditional/face to face learning methods (Levy, 2008; Lee, Yoon, & Lee, 

2009; Jung, 2011). Kwan and Ng (1999) proposed higher education service quality indicators, the 

researcher plans to check the university student’s preference across these indicators to find out that, 

for how many of these quality indicators students are willing to switch to use of e-learning devices, 

i.e. instead of face-to-face interaction; and if so – which services and what devices?  

 

After looking at the results, it would be possible to see whether a sizeable percentage of the students 

out of the pool of data are willing to switch to use of a device in learning, or not. If they are willing 

to switch, it means students are willing to use e-learning format as opposed to the face to face 

format. Understanding student preference will help us understand which of these higher education 

services, on which specific device(s) are bringing more satisfaction to students. Moreover, for 

which higher education services students are not willing to switch and what are the reasons behind 

this and vice versa. The results will lead us to an understanding of whether keeping all the services 

in the traditional / face to face method is the only way to achieve student satisfaction, or we can 

offer these services as a split between face to face and devices solutions.  

 

4.7. Method 

Experimental respondents were used to gather responses concerning student higher education 

service quality indicator preference for six different devices. The respondents of this study were 

students from higher education institutes (universities both public and private) of Pakistan. These 

students were receiving education through both traditional and e-learning formats, which means 
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respondents were studying in a blended learning model (i.e. a mixture of e-learning and traditional 

learning). By capturing data from students with blended experience, it was aimed to avoid the 

possible problems that could be faced by gathering responses from students who received education 

only through either traditional or via e-learning only. The instrument used for gathering responses 

was a structured questionnaire. There were two sections of the questionnaire; first section 

comprised of gathering the information related to the demographics of the participants and in 

second section preference of device was asked in relation to the eight higher education service 

(HES) quality indicators (See Appendix A). Responses were gathered on a 5 point Likert scale. “1” 

representing “Strongly Disagree”, and “5” representing “Strongly Agree”. Students were given 

details explaining eight HES quality indicators prior to questionnaire filling, so that students could 

have a better understanding about the questionnaire. Students in this study were approached 

directly and the questionnaires were distributed and filled by the students at the end of their lecture. 

These students belonged to 2 business schools of Pakistan’s private and public sector universities 

and they were enrolled in programmes of BBA Hons, BS Applied Management, MBA, MBA 

Engineering and MBA Executive. The survey was carried out in two steps. First data collection of 

300 responses was done for a period of 5 months in 2015 and the second one was done for a period 

of 3 months in 2016 with 260 participants from universities in Lahore, Pakistan. Higher education 

quality indicators proposed by Kwan and Ng (1999) were adopted for use in the e-learning context 

of Higher Education Institutes (in Pakistan), for investigating preference of student on each device 

and face to face against each indicator. 

 

4.8. Data Analysis 

Statistical Package for Social Science (SPSS) was used to perform data analysis, using descriptive 

analysis. A total 560 responses were gathered by means of convenience sampling for data screening 

purpose; 42 responses were discarded due to issues of skewness, normality, and missing values. 

So, the remaining 518 data sets were used for further data analysis.  

4.8.1. Students Demographics 

This section will summarise the profile of the respondents. Table 4.4 indicates that number of male 

students were more than females i.e. 59.1% males and 40.9% females.  
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Table 4.4 Demographics of the Students 

Demographics Frequency Percentage 

 Gender 

 Male 

 Female 

 

306 

212 

 

59.1 

40.9 

 Age 

 15-20 

 21-25 

 26-30 

 31-Above 

 

122 

359 

23 

14 

 

23.6 

69.3 

4.40 

2.70 

 Education 

 BBA 

 MBA 

 EMBA 

 MBA. Eng. 

 

349 

116 

35 

18 

  

67.4 

22.4 

6.80 

3.50 

 

The largest group of students were aged 18-25 (69.3%). However, the age of most students in 

higher education is between 18-25. 69.3% of students were between age brackets of 21-25, and 

23.6% was in between 15-20. Followed by age 26-30 (4.40%). The lowest category was aged 31 

and over. In other words, 92.9% of the total data set was of age ranging from 15 to 25. Whereas 

looking at the demographics from the perspective of the educational status of the respondents, it is 

in accordance with the age, i.e. 67.4% of students were enrolled in the Bachelors (BBA) 

programme, and 22.4% were enrolled in the Master (MBA) programme. The rest (10.3%) of 

respondents were enrolled in the Professional degree programmes, i.e. Executive MBA and MBA 

Engineering.  

4.8.2. Students Preference of Devices against HES Quality Indicators 

This part of the chapter will discuss the respondent’s device preference against the eight quality 

indicators of higher education. Students were asked to rate their preference for each device (TV, 

Radio, Desktop/Computer, Laptop, Mobile, Tablet) for each of Kwan and Ng (1999) higher 

education service quality indicators on a 5-point Likert scale (Course content, Facilities, Lecturer’s 

Concern for Students, Social Activities, Communication with University, Assessment, Counselling 

Services & People). The average response regarding each indicator on each device was taken into 

consideration to compare preference of respondents on each device and the face to face option. 
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Table 4.5 Device Preference of Students 

Higher Education Service 

(HES) Quality Indicators 

Face 

to 

Face 

TV Radio 
Desktop/ 

Computer 
Laptop Mobile Tablet 

1. Course Content 3.76 2.02 1.59 3.28 4.03 2.95 3.89 

2. Facilities 3.74 1.98 1.66 3.36 4.05 3.06 3.20 

3. Lecturer’s Concern for Students 4.05 1.81 1.49 3.26 3.87 3.77 3.77 

4. Social Activities 2.90 2.16 1.81 3.13 3.98 4.17 3.77 

5. Communication With University 3.66 1.83 1.60 3.32 4.28 4.35 3.95 

6. Assessment 3.53 1.59 1.43 3.22 4.12 3.93 3.83 

7. Counselling Services 4.22 1.90 1.68 3.23 4.01 3.89 3.72 

8. People 4.40 1.97 1.76 3.13 4.02 4.12 3.76 

 

Table 4.5 exhibits the average responses for all respondent’s (i.e. device preference) across the 8 

higher education quality indicators. Majority of the students preferred the laptop for higher 

education quality indicators. The results will be discussed one by one in the following text. 

 

Course Content: Course content is referred to as the material provided for a specific course. There 

is a clear shift noticed from Face to Face to device (see Table 4.5). For course content, the highest 

rated device is Laptop, as it gets the average of 4.03. The value of Face to Face option is the third 

preference with an average value of 3.76. After the Laptop, the second preferred device is Tablet, 

with the average of 3.89, fourth preference is Desktop/Computer, having an average of 3.28. After 

Desktop/Computer, Mobile is rated as the fifth preference, with a value of 2.95. TV and radio are 

the least preferred devices. So, initial results imply that students want to have course material 

provided on the devices rather than Face to Face, as the top two preferences are Laptop and Tablet.  

 

Facilities: Facilities is the second higher education services quality indicator which talks about the 

facilities like library or sports provided to the students by the institutes. Here, the shift from Face 

to Face is also noticeable (see Table 4.5). Laptop, the first preference has achieved the highest 

average of 4.05.  Face to Face is on second with an average of 3.74. Desktop/Computer is third 

with an average of 3.36, and Tablet came fourth with an average of 3.20. Mobile is on the fifth 
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preference, with an average of 3.06. TV with the average of 1.98, and Radio with an average of 

1.66, came a distant sixth and seventh preference respectively. This result implies that students 

want some facilities, like library etc., provided by institutes on the devices instead of Face to Face 

or conventional facilities i.e. libraries. It is logical that it would appeal more to a student, that he 

can access the books inside the library, anywhere and anytime, on his preferred device, as compared 

to physically going to the library, finding the book and doing all these activities constrained by 

time and space. 

 

Lecturer’s Concern for Students: It is referred as the teacher’s personal attachment towards 

student and talking with students after class to solve their issues in the lectures and problems related 

to course. Table 4.5 indicates that for this HES quality indicator respondents/students preferred 

face to face over device. Among devices, laptop is the first preference of respondents with an 

average of 3.87. For second place, there was a tie between Mobile and Tablet, with an average 

value of 3.77 for each. Desktop/computer came fourth with an average of 3.26, TV is sixth and 

Radio is the seventh with a distant average of 1.81, and 1.49 respectively. We can infer from the 

results that students are more comfortable with Face to Face interaction when it comes to talking 

to their teachers about problems with their courses. 

 

Social Activities: Kwan and Ng (1999) define social activities as the interactions of students with 

their fellows. It can be through events, club or in case of technology it could be a social network. 

First preference of respondents/students for this HES quality indicator is Mobile, with an average 

of 4.17. This can be explained since a mobile is a device that students can have with them all the 

time. Laptop came second with the average of 3.98. After Mobile and Laptop students prefer to 

interact with their fellow students through Tablet as it is on third highest rated preference, with an 

average of 3.77. Desktop/Computer came 4th, with the average of the 3.13. Face to Face is fifth 

with the average of 2.90. TV and radio have been rated again with the lowest values of 2.16 and 

1.81 respectively. It can also be noted that students are inclined towards the use of devices for this 

HES quality indicator. 

 

Communication with University: This HES quality indicator states that student’s preferred way of 

communication with university management. For this HES quality indicator, mobile is the 1st 
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preference of the students with the average value of 4.35. The explanation, as mentioned above, is 

that students carry mobile all the time, so they can check on, and keep in contact with the university 

anywhere/anytime. 2nd preference after mobile is Laptop, with the average of 4.28. Tablet is third 

with an average of 3.95, and Face to face came fourth with an average of 3.66. Desktop/Computer 

came fifth, TV came sixth and radio came seventh with respective averages of 3.32, 1.83 and 1.60 

respectively. It is quite clear that for communication with university students prefer devices rather 

than going face to face to university administrators or in person.  

 

Assessment: Assessment is the sixth HES quality indicator which is related to the assessment 

scheme (i.e. exam, quizzes, and assignments) and receiving a just return for their effort. Results 

exhibit that students first preference for this HES quality indicator is Laptop with an average of 

4.12. Mobile is the second preference with an average of 3.93. The third preference is Tablet with 

an average of 3.83. Fourth preference is face to face with an average of 3.53. Desktop/computer is 

on fifth student preference with an average of 3.22. TV is sixth with the average of 1.59, and lastly, 

radio is seventh with an average of 1.43. Results indicate that students want to use a device, instead 

of a traditional method, when undertaking the assessment. 

 

Counselling Services: This HES quality indicator measures availability of advisers from whom 

students can seek help. For Counselling Services, students choose Face to Face as their first 

preference. The average value of Face to Face for this particular HES indicator is 4.22. Whereas, 

for second preference Laptop is chosen by students, with an average of 4.01. But if you take a 

closer look at the values of Face to Face and Laptop, there is a close competition for this HES 

indicator. We can state that by looking at the numbers, students really do not have a problem having 

counselling sessions remotely with teachers on a laptop if the need arises. The third preference was 

Mobile with an average of 3.89. The fourth preference was Tablet with an average of 3.72. 

Desktop/Computer was fifth, like the previous HES quality indicators, with an average of 3.23. TV 

and radio were again the two least preferred devices. We can conclude from it that students feel 

more comfortable to talk to their advisor face to face but the close competition shows that students 

can shift to Laptop for this quality indicator. 
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People: The last HES quality indicator is people which state the opportunity for the students to 

meet and make friends. For this only HES quality indicator, students first preference with the 

average of 4.40 is Face to Face. Mobile, with the average of 4.12 came, was student second 

preference. Laptop, Tablet, Desktop/Computer, TV and Radio followed with averages of 4.02, 

3.76, 3.13, 1.97 and 1.76 respectively. People is the third HES quality indicator for which students 

choose Face to Face instead of device, which implies e-learning without face-to-face is not ideal. 

Since meeting new people is a personal experience, most of the students prefer Face to Face 

experience over a device being used for this quality indicator.  

 

From the Table 4.5, based on the overall preference of 518 students, students largely dismiss the 

use of TV, Radio, Desktop and Tablet, as students do not prefer these devices for any higher 

education service (HES) quality indicator. Also, when we look at the overall results, it seems that 

two devices (i.e. Laptop and Mobile) and Face to Face/traditional learning prevail in the statistical 

averages representing the students’ preferences.  For three out of eight HES quality indicators, 

namely ‘Course Content’, ‘Facilities’ and ‘Assessment’, Laptop was defined as the top preference 

of students. For Mobile, students prefer to receive two services, i.e. ‘Social Activities’ and 

‘Communication with the University’. Whereas for the remaining three quality indicators (i.e. 

Lecturer’s Concerns for Students, Counselling Services and People), Face to Face or traditional 

learning came on top as opposed to any other device. Looking at the average results it can be stated 

that for five out of eight HES quality indicators (i.e. Course Content, Facilities, Social Activities, 

Communication with the University, Assessment) students’ first preference is a device. For three 

(i.e. Lecturer’s Concerns for Students, Counselling Services and People) Face to Face came on top, 

which clearly exhibits that students are willing to move to technology devices for learning, 

socialising and counselling etc. 

 

4.9. Results and Discussion 

Service quality and user satisfaction are directly correlated with one another (Parasuraman, 

Zeithaml, & Berry, 1988; Roca, Chiub, & Martineza, 2006; Chu-Mei, 2005). In case of education, 

students are at the receiving end of the service or the end user of the education service. To measure 

the student satisfaction and quality of education being offered by universities, there are a number 

of parameters proposed in the literature. Higher education service quality indicators, proposed by 
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Kwan and Ng are used in this experiment to check the e-learning student preference. These 

indicators have been used extensively in literature to check the quality of educational service in a 

traditional setting, however, the researcher believes that he is the first to apply these in the context 

of e-learning. In this chapter, preference of students for HES quality indicators on six devices or 

face to face learning, is checked and results are compared to determine the preference.  

 

When we look at Table 4.5 we can see that for three quality indicators, i.e. Lecturer’s Concern for 

Students, Counselling Service and People, students preferred Face to Face. This can be explained 

by the fact that these three quality indicators have one common attribute, i.e. personal human to 

human interaction. So, students want to have a face to face interaction when it comes to counselling 

sessions, meeting new people and discussing the important matters with the instructors. For the 

other five quality indicators, a device has been selected over face to face interaction. For three 

quality indicators Course Content, Facilities and Assessment, Laptop came as the first preference 

of students, which explains that students may be willing to switch to dependence on the use of a 

Laptop for these learning services. Also, if we look at the quality indicators for which Laptop is 

preferred, all three of those have common attributes, i.e. these are services which are purely related 

to learning or interacting with the learning material or services which supports in learning (e-

library, online forum, exams, pop-quizzes etc.).  

 

As for the remaining two quality indicators, i.e. ‘Social Activities’ and ‘Communication with the 

University’, Mobile is the defined as the first average preference of students. Use of these two 

indicators relates to keeping in touch with the friends, and being in contact with the university. So, 

it can be explained by the fact since everyone carries mobiles with them all the time, making it 

convenient to reach out to friends and the university with a mobile. A student’s university 

experience, for all the HES quality indicators, can be improved by involving two devices i.e. 

Laptop and Mobile. The clear willingness of students to use technology for education is apparent 

from this experiment, hence a shift towards e-learning over traditional format is visible. 

 

Table 4.5 leads us to the conclusion that when it comes to e-learning, “one size fits all” is the wrong 

approach in order to increase student satisfaction. In order to improve student retention for e-

learning courses, we will have to focus on the student’s own preference, as to whether the student 
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feels more comfortable in receiving a certain higher education service face to face (traditional 

method) or whether the student feels more content if that service is provided on some device 

instead. Furthermore, we have also seen that for some higher education services, students have not 

opted for face to face as the most preferred choice. We can clearly see that across the eight higher 

education services, the options for Radio and TV have been rated out i.e. they were consistently 

given the lowest rankings. Interestingly both devices happen to be one directional in their 

interaction with the student. Hence, we can see that the students of e-learning want an interactive 

option for all the higher education services. Their preference depends upon the nature of the service 

being offered. When it comes to the three human-to-human interaction based services like, 

Lecturer’s Concern for Students, Counselling Service and People; the top preference is face to 

face. For the remaining five services, the nature of the services leads the students to choose between 

laptop and mobile. Interestingly, the students have preferred mobile and laptop over tablet and 

desktop in all the services (except in course content, where 2nd preference is a tablet). 

 

If we just look at the highlighted first two preferences across the eight Higher Education Services 

(Table 4.6). It shows that except course content, for each of the services, students have their top 2 

preferences among face to face, laptop and mobile. So, we can say that in order to improve 

satisfaction and retention rate of the student of e-learning, we have to give the student options to 

use all these services according to his/her preferred mix of face to face and devices (Laptop and 

Mobile) based interaction. 
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Table 4.6 First Preference in Red Bold, Second Preference in Red 

Higher Education 

Service (HES) 

Quality Indicators 

Face to 

Face 
TV Radio 

Desktop/ 

Computer 
Laptop Mobile Tablet 

1. Course Content 3.76 2.02 1.59 3.28 4.03 2.95 3.89 

2. Facilities 3.74 1.98 1.66 3.36 4.05 3.06 3.20 

3. Lecturer’s Concern for 

Students 4.05 1.81 1.49 3.26 3.87 3.77 3.77 

4. Social Activities 2.90 2.16 1.81 3.13 3.98 4.17 3.77 

5. Communication with 

University 3.66 1.83 1.60 3.32 4.28 4.35 3.95 

6. Assessment 3.53 1.59 1.43 3.22 4.12 3.93 3.83 

7. Counselling Services 4.22 1.90 1.68 3.23 4.01 3.89 3.72 

8. People 4.40 1.97 1.76 3.13 4.02 4.12 3.76 

 

 

4.10. Conclusion 

Results of this experiment show that students, for most services, are very willing to switch to e-

learning; and when it comes to the e-learning device preference student do not want it on a single 

device rather they prefer a mix of devices across the services. The average findings, i.e. concerning 

average student device preference vs face to face/traditional learning, when applied to the eight 

higher education service (HES) quality, shows a clear willingness/preference of students to use 

devices over traditional/ face to face learning (5 out of 8 services). Interestingly, however, we see 

that students have the low quality perception concerning the use of TV, Radio, Desktop/Computer, 

and Tablet for all the Higher Education Services quality indicators.  

 

Table 4.6 also exhibits that the students do not want a device that allows only unidirectional 

exchange of thought, i.e. broadcast technology (TV and Radio). Instead, students prefer devices 

that allow more interactive communication, with peers and instructors, i.e. communication 

technologies (e.g. Mobile, Laptop, and Tablet). So, we can conclude that broadcast technologies 

fail to meet student needs when it comes to any of the HES. Students have only agreed to replace 

face to face format with interactive and communication technology based devices. So, giving 
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students a broadcast technology for learning would result in the lower perception of quality, hence 

low satisfaction and increased dropout (as seen in the case of Virtual University and AIOU in 

Pakistan – Chapter 2). Also, we can say that in order to improve satisfaction and retention rate of 

the student of e-learning, we have to give the student options to use all these services according to 

his/her preferred mix of face to face and devices (Laptop and Mobile) based interaction. 
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Chapter 5  

 

Investigating the Role of Individual Culture in 

e-learning Students’ Device Preferences 

 

Chapter 4 discussed the combined technology preference of students for different educational 

services offered by the higher education institutes. Findings showed a clear inclination towards the 

use of specific technological devices, i.e. Laptop and Mobile, whilst receiving education, assessing 

knowledge, interacting with university management and instructors, and socialising with peers. 

Literature suggests, however, the existence of individual cultural differences, behaviours and 

attitudes (Van de Vijver & Tanzer, 2004) that can influence the performance and ultimate success 

of information technology adoption.  

 

The Higher Education Service (HES) quality indicators (Kwan and Ng, 1999), used in chapter 4, 

were originally tested in two countries, i.e. China & Hong Kong, and showed difference as a result 

of cultural differences; despite the fact that these cultures have a very similar national cultural 

profile (Hofstede country profile for HK/CH: PD-68/80; IN-25/20; MAS-57/66; UA-29/30; LTO-

61/87). Because of the identified differences, it is crucial to further consider the cultural values of 

respondents when analysing their technology preference. Hence in this chapter, the discussion will 

be focused on the concept of culture and different theories and philosophies on the case in point. 

In this chapter, an experiment will be performed to analyse technology preference of students 

against the HES quality indicators proposed by Kwan and Ng, based on the cultural setting of the 

respondents at an individual level. This chapter, therefore, aims to answer the second research 

question, i.e. Does e-learning student’s individual culture impact his/her device preference 

across the higher education services? 
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5.1. Culture 

The main challenge when doing research related to culture is to have a good understanding of how 

culture is defined. There are countless definitions, conceptualisations, and dimensions used to 

explain this concept, for example: 

 Kluckholn defines that culture means sharing thinking patterns built on principles. The 

definition Kluckholn proposed “patterned ways of thinking, feeling and reacting, acquired and 

transmitted mainly by symbols, constituting the distinctive achievements of human groups, 

including their embodiments in artefacts; the essential core of culture consists of traditional 

ideas and especially their attached values” (Kluckholn, 1951). 

 Hofstede proposed the definition of culture in the 80’s as “Culture consists of the unwritten 

rules of the society. The collective programming of the mind which distinguishes the members 

of one human group from another” (Lonner, Berry, & Hofstede, 1980). Later on, another 

definition was proposed in 1991 as “a historically transmitted pattern of meanings embodied in 

symbols, a system of inherited conceptions expressed in symbolic forms by means of which 

men communicate, perpetuate, and develop their knowledge about and attitudes toward life” 

(Geert & Jan, 1991). 

 Trompenaars believed that culture is a set of shared values. Trompenaars defines culture as 

“Members of a culture are likely to share common attitudes because they share a common 

history” (Trompenars & Hampden-Turner, 1993). 

 Culture has sustained its roots by being bequeathed on towards the following generations with 

time as defined by Matsumoto as a set of approaches, ethics, opinions, views and actions 

mutually assembled by individuals, but dissimilar for each person, interconnected from one 

generation to the next (Matsumoto, 1996).  

 Adler has also contributed vastly in the cultural aspects of human nature and defines it to be 

comprised of arrangements, obvious and hidden, of and for performance attained and spread 

by signs, establishing the unique accomplishments of social clusters, together with their 

personification of objects; the crucial primary culture comprises of old-fashioned attributes (i.e. 

traditionally imitative and nominated concepts specifically their close ethics); culture 

arrangements may, on the other hand, be well-thought-out as products of achievement (Adler, 

1997).  
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 Culture has also been associated with both the biological needs of humans and their 

psychology. This is because the culture has an influence on the biological process.  Also, most 

of our knowledge based conduct is achieved through learning and interrelating with other 

associates of our culture. Hence, culture can also influence our basic needs i.e. forms of eating, 

drinking, defecating etc. (Ferraro, 1998).  

 More recently, culture encapsulates a broader terminology wherein culture is ambiguous but 

established simple expectations and principles, directions to natural life, views, strategies, 

actions and social agreements that are shared by a group of individuals, that effect but do not 

regulate every individual conduct or his/her descriptions of the sense of other working class 

actions (Spencer-Oatey, 2008). 

 

A lot of work has been done in sociology and anthropology to understand the concept leading to 

the origination of varying definitions over the period of time. For a long time, anthropologists 

thought that culture is the way of life of people, a totality of their learned behaviour patterns, 

attitudes, and material things (Hall, 1959). However, the more anthropologists studied humans they 

realised that culture was a complex concept, and could only be studied through prolonged 

experience; and it is almost impossible to contextually explain to anyone who hasn’t been through 

the same set of experiences. Refining the concept of culture revealed that culture is more than mere 

customs that can be changed with time. Culture has been outlined in various studies including 

ideologies, logic based beliefs, basic assumptions, shared core values, important understandings, 

and the collective will (Sackmann, 1992). Others suggested that ‘culture includes more obvious, 

easy to observe cultural artefacts like norms and practices’ (Hofstede, 1998; David & Fahey, 2000). 

 

In the 1950’s, Edward T. Hall published first book ‘The Silent Language’, which explained culture 

in depth, making it more comprehendible. According to Hall, culture is the learnt reaction to 

stimuli, and functions on three levels: formal, informal, and technical; i.e. with all three present in 

most given situations (Hall, 1959). Generally speaking, culture is learned and experienced by 

individuals in the family, at school, and in the workplace.  

 

Parsons and Shils explained that culture is composed of a set of values, norms, and symbols that 

guide individual behaviour (Parsons, Shils, & Smelser, 1965). Herskovits (1955) argued that “there 
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is a general agreement that culture is learned; that it allows a man to adapt himself to his natural 

and social setting; that it is greatly variable; that it is manifested in institutions, thought patterns, 

and material objects”. 

 

According to Schein, Culture is based upon certain basic assumptions, and these basic assumptions 

represent the belief systems held by individuals. The belief of a human is related to his/her 

behaviour, relationships, reality, and truth (Schein, 1985a). People employ these basic assumptions 

to observe situations and to understand ongoing events, activities, and human relationships. These 

basic norms characterise interpretive schemes or cognitive structures. Observation and making 

sense forms the basis for collective action. (Schein, 1985b)  

 

The definitions of the culture, and the debate concerning cultural definition, illustrates that most of 

the effort done to theorise culture is done on the basis of beliefs and value orientations that are 

shared by a reference group(Jackson, 1995); i.e. as a concept relating to the culture of a nation 

(Lonner, Berry, & Hofstede, 1980) or culture of specific organisations (Trompenars & Hampden-

Turner, 1993). The major point of consideration in the literature concerning culture has been the 

beliefs and values, however, there is a direct correlation between the set values and beliefs with the 

subsequent actions and behaviours exhibit by groups (Posner & Munson, 1979). Therefore, the two 

common concepts of culture i.e. national and organisational are deemed as entirely different 

streams. Although both cultures share a commonality; i.e. values are used as the distinguishing 

factor to differentiate amongst a group of people. Like the concept of national culture, 

organisational culture aims to explain the difference in organisations based on the main values 

which transform the behaviour of people in an organisation. In the subsequent sections, I will 

discuss national culture and organisational culture separately. 

 

5.2.  Theories of National culture 

Theories of national culture have gained prominence over the last few decades, which have 

primarily concentrated on the study of cultural values (Jackson, 1995). Studies focusing on national 

culture include Hall (1959; 1960) Lonner, Berry, and Hofstede (1980), and more recently 

Trompenars and Hampden-Turner (1993). The national culture models have been characterised 
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into three types of models, i.e. single dimension models, multiple dimension models and historical 

social models (Morden, 1999). 

 

Single Dimension Models: Hall proposed that there are two kinds of cultures; High context and 

low context cultures. In high context cultures, people gather information and seek the opinion of 

friends and family members before making a final decision (Hall, 1959; 1960). In low context 

cultures, people do not seek the support of friends and family members for information but rely on 

other sources, e.g. comments on the internet (Lewis, 1992). Monochromic cultures like to do one 

task at a time. People belonging to Polychromic cultures like to do multiple tasks at the same time 

(Hall & Hall, 1990). Other studies concerning single dimension models include High and low trust 

societies (Fukuyama, 1995), and Idiocentric and allocentric cultures (Triandis et al., 1995). 

 

Multiple Dimension Models: Hofstede is renowned for his work on a multiple dimensional 

models of culture. At first Hofstede proposed four dimensions, Power distance (ability to except 

and accept the power distribution by the members of society), Masculinity / Femininity (which 

measures the dominance of masculine or feminine traits in the society), Uncertainty avoidance 

(which measures the tendency of people in the society to avoid uncertainty) and individualism / 

Collectivism (which measures the preference towards adoption of individual benefits or group 

benefits) (Hofstede, 1980, 1988). Other studies proposing multiple dimensions include work of 

Trompenars and Hampden-Turner, in which they proposed the dimensions of culture including 

Universalism / Particularism, Integrating / Analysing, Individualism / Communitarisim, Inner / 

Outer directed, Time as Sequence / Synchronisation, Achieved/ascribed status and Equality / 

Hierarchy (Trompenars & Hampden-Turner, 1993). An alternative multiple dimensional model 

was proposed by Lessem & Neubauer (1994). 

 

Historical-Social Models: Euromanagement Model explained the concept of culture based upon 

history was proposed by Bloom et al. (1994). Euromanagement model includes the following 

factors “International diversity”, “Orientation towards People”, “Social Responsibility”, “Internal 

Negotiation” and “Degree of Informality”. Another historical model, which includes the South East 

Asian Management model explains the phenomena in context of China. “Taosim” and 

“Confucianism” are the dimensions of this model (Chen, 1995; Cragg, 1995; and Seagrave, 1995). 
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The most commonly used classification of national culture is the original multiple dimensions 

proposed by Hofstede in 1980 i.e. “masculinity/femininity”, “power distance”, 

“individualism/collectivism”, and “uncertainty avoidance” (Lonner, Berry, & Hofstede, 1980), a 

fifth dimension long-term/short-term was added in the late 80’s (Hofstede & Bond, 1988). 

Trompenaars also defines national culture however through differing terminologies “universalism 

versus particularism”, “affective versus neutral relationships”, “internal versus external control”, 

“achievement versus ascription”, and “specificity versus diffuseness” (Trompenaars, 1996). 

National culture models include polychronic versus monochronic dimensions (Hall & Hall, 1990). 

The most cited work on national culture is by Hofstede, it will be discussed in detail in the next 

section before moving on to organisational culture. 

 

5.2.1. Dimensions of Hofstede’s National Culture  

Hofstede’s data collection was from a corporate organisation IBM (from over 50 countries). After 

data analysis, distinct dimensions of culture were identified. A dimension is an aspect of a culture 

that can be measured relative to other cultures. Dimensions can be used in comparative analysis of 

different cultures. The following dimensions were defined by Hofstede (1980). 

 

Power Distance: Power distance can be defined as the “degree to which the less powerful members 

of institutions and organisations within a country expect and accept that power is distributed 

unequally.” (Hofstede, 1994). Societies with High Power Distance have inequality of wealth and 

power and the people with less power accepts the superiority of this power and wealth imbalance. 

There is more concentration of authority. In countries that have high power distance, employees 

are afraid to express their view to the boss, as a result, employees either completely obey or 

completely reject their bosses (Hofstede & Hofstede, 2005). The high power distance society 

focuses more on power and less on legality/equality. Elders are treated with respect and are feared. 

Kids ought to be obedient and parents teach them to give respect. Position and grading are to give 

power. Juniors should follow the orders of senior members of the culture. There is observably a 

huge difference in income of people in high power distance societies. (Hofstede, 2011). In contrast 

to high power societies, Low Power Distance societies discourage the power and wealth difference. 
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Opportunities and equality, for every member, is stressed in these societies. There is less 

concentration of power. In a culture where there is low power distance, there is less dependency of 

employees on their bosses and colleagues. (Hofstede, 1998). So, in low power distance settings, 

power, and its use is only appropriate for legitimate purposes. The hierarchy and positions are only 

for ease and lower staffs are always to be asked for their opinions. Governments are formed through 

majority voting, chances of corruption are very slim. Income is also equal in these societies 

(Hofstede, 2011). 

 

Individualism vs Collectivism: In a society with Individualism, people primarily watch out for 

themselves or only the direct family, otherwise individuals seek out their own interests. High 

Individualism signifies that only the rights of the individuals are the most important thing for the 

society. Individualist natured people make their choices on the basis of their own preference, and 

do not largely consider the suggestions or are affected by others (McCoy, Galletta, & King, 2007). 

Societies with High Individualism and low collectivism are self-orientated, “I” is the only thing 

that everyone cares for; with the exception of close family members. Other people are deemed as 

individuals and everyone expresses his/her opinions. Relationships do not count if work is 

involved, sometimes only work counts (Hofstede, 2011). Collectivism pertains to societies in 

where people from birth are integrated into strong, cohesive in-groups. These groups continue to 

protect group members throughout the person’s lifetime in exchange for unquestioning loyalty 

(Hofstede, 1994). High Collectivism (Low Individualism) ranking typifies societies of a more 

collectivist nature with close ties among its members. People give more importance to a higher 

interest of groups or organisations over their own personal belief (McCoy, Galletta, & King, 2007). 

Loyalty towards the family/group is key in High collectivism or low individualism societies. The 

aim of collectivism cultures is achieving benefit for the group. If disagreeing with general opinion 

negatively impacts the harmony then this must be considered first before speaking. Relationship 

comes first, and fulfilment of tasks is usually ignored when it comes to before relations (Hofstede, 

2011). 

 

Uncertainty Avoidance: It can be defined as “the extent to which the members of a culture feel 

threatened by uncertain or unknown situations and try to avoid such situations” (Hofstede & 

Hofstede, 2005). This dimension focuses on the level of tolerance for uncertainty and ambiguity 



99 

 

within the society. A High Uncertainty Avoidance ranking indicates that the country has a low 

tolerance for uncertainty and ambiguity. Individuals usually feel threatened by uncertain situations 

and have a high uncertainty avoidance (Srite & Karahanna, 2006). Therefore, individuals depend 

more on rules to reduce the level of uncertainty and like more stability in their lives and at work 

(Parboteeah, Bronson, & Cullen, 2005). This creates a rule-oriented society that institutes laws, 

rules, regulations, and controls in order to reduce the amount of uncertainty. Cultures with high 

uncertainty avoidance have a lot of written and unwritten rules. This culture will be risk averse. 

Different activities performed will be structured rigidly. A society with high uncertainty avoidance 

always struggles to fight the unexpected future. People are more stressed and have less control over 

themselves. Divergent ideas and people are not allowed. People in government and at jobs are not 

very competent, and job switch (even if one is dissatisfied) is not considered a sensible move in 

the society (Hofstede, 2011). A society with a Low Uncertainty Avoidance means that it has less 

concern about doubt and uncertainty and has more forbearance for the diversity of ideas. This is 

imitated in a civilisation that is less rule-oriented, more willingly accepts change, and takes more 

and greater risks. When uncertainty avoidance is low, there would be less structure and fewer rules. 

In this case, there will be more risk taking and less rigid structuring of performed activities. The 

nations with weak uncertainty avoidance accept the uncertainty and do not worry about the 

ambiguity of the future. People belonging to these cultural setting have low anxiety, less stress and 

have a hold of themselves. People easily accept the irregular ideas/people. Rules are not very much 

appreciated in these societies. People are more competent/trained/experienced within government 

and/or in job roles. Job switching is considered a regular task (Hofstede, 2011). 

 

Masculinity vs Femininity: Masculinity refers to “the extent to which the dominant values of a 

society are “masculine” (e.g., assertive and competitive)”. Here achievements are preferred over 

nurturing. Gender roles in the society are distinct and defined. Men are supposed to be confident, 

focused on success and tough emotionally and mentally, whereas women are supposed to be shy, 

loving, and worried about the excellence of life. Masculinity is defined by Hofstede as “it focuses 

on the degree to which ‘masculine’ values like competitiveness and the acquisition of wealth are 

valued over ‘feminine’ values like relationship building and quality of life”. A society with High 

Masculinity encourages the more “assertive” and “aggressive” masculine qualities (Hofstede, 

1998). In high Masculinity cultures, there is a high distinction of the social role between men and 
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women. Being assertive and full of ambitions is compulsory for men, women are not 

expected/encouraged to be assertive. Emotions are dealt by mothers whereas fathers only see facts. 

Boys are supposed to fight back and not cry, crying is for girls. Defining the number of children is 

decided by the father (Hofstede, 2011).  

 

Femininity pertains to societies where nurturing is preferred over achievements. Importance is 

given to care, sympathy and emotional support. Here, roles and qualities of gender overlap for both 

men and women (like women traits in Masculinity). Feminine culture focuses on the degree to 

which feminine’ values like relationship building and quality of life are valued over ‘masculine’ 

values like competitiveness and the acquisition of wealth. A High Femininity characterises 

civilisations in which development and thoughtful ‘feminine’ characteristics dominate. In a High 

Feminine culture, the differentiation between male and female gender roles is kept to a minimum. 

Women should be confident, like men, and men should be caring like women. Women deal with 

facts in the same way to men and are not expected to be purely emotionally driven. Boys can cry 

like girls, but they should not fight. Children number is decided by the female. Women are provided 

with the equal opportunities in politics and women politicians are common (Hofstede, 2011). 

 

Long Term orientation vs Short Term Orientation: Long-Term Orientation (LTO) (formerly 

called “Confucian dynamism”) focuses on the degree the society embraces, or does not embrace 

long-term devotion to traditional values. “Long Term Orientation stands for the fostering of virtues 

oriented towards future rewards, in particular perseverance and thrift. It’s opposite pole, Short 

Term Orientation, stands for the fostering of virtues related to the past and present, in particular, 

respect for tradition, preservation of ‘face’ and fulfilling social obligations.” (Hofstede, 2001). In 

Cultures with high long term orientation, people feel free to take part in and respect other people’s 

opinions in decision making until the achievement of desired results (Pavlou & Chai, 2002).  

 

The fifth dimension which was discovered later was first identified in a survey among students in 

23 countries around the world, using a questionnaire designed by Chinese scholars (Connection, 

1987). As all countries with a history of Confucianism scored near one pole which could be 

associated with hard work, the study’s first author, i.e. Michael Harris Bond, labelled the dimension 

as Confucian Work Dynamism. The dimension turned out to be strongly correlated with recent 
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economic growth. As none of the four IBM dimensions was linked to economic growth, Hofstede 

obtained Bond’s permission to add his dimension as a fifth to four (Hofstede & Bond, 1988).  

Indulgence versus Restraint (IND): This dimension was added later on. It is defined as “the extent 

to which people try to control their desires and impulses, based on the way they were raised”. One 

challenge that confronts humanity, now and in the past, is the degree to which little children are 

socialised. Without socialisation, we do not become “human”. Relatively weak control is referred 

to as “indulgence” and strong control is referred to as “restraint”. Indulgent culture and restrained 

cultures then can be defined as two types of the culture (Hofstede, 2011). Indulgence stands for a 

society that allows relatively free gratification of basic and natural human drives related to enjoying 

life and having fun. In high indulgence cultures, people are driven by the desire to be happy, and 

have more direct control over their own life/behaviour. Everyone is encouraged to speak their mind. 

Freedom is considered as an essential. Indulgence civilisations have more educated masses, and 

upholding peace and order is given the highest precedence (Hofstede, 2011).  

 

Restraint refers to as “a society that suppresses gratification of needs and regulates it by means of 

strict social norms”. Civilisations with restraint settings have less number of people who are happy. 

Helplessness and vulnerability is a common perception. Expressing one’s opinion is not 

appreciated. The sense of leisure is not considered necessary. Positive emotions are forgotten 

easily. (Hofstede, 2011). 

 

Categorisation of culture does not aim to prove a certain type of culture as being better than another 

type, but to allow distinction and categorisation. It is to be noted that cultures cannot be rated as 

“good” or “bad”, rather they can be compared using the dimensions of culture i.e. to facilitate an 

understanding of difference and drivers. Each cultural dimension gives a comparative advantage 

to the whole cultural profile, as described in Table 5.1. 
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Table 5.1 Each Culture Dimension and Characteristic adapted from Hofstede (Cultures and 

Organisations, p.240) 

 

Cultural Dimension Comparative Advantage 

Power distance low  Accepts accountability, decision makers 

Power distance high Structured and disciplined approach 

Individualism  Movement of management 

Collectivism  Commitment of Workers  

Masculinity  Labour Industry, High Yield 

Femininity Customised goods and personal service 

Low Uncertainty avoidance  Risk takers, Innovators  

High Uncertainty avoidance  Precision, Risk averse 

 

After a detailed discussion on the six dimensions of culture as defined by Hofstede, I will now 

discuss the drawbacks of national level culture categorisations. 

5.2.2. Critique on Hofstede’s National Culture 

The dimensions proposed by Hofstede were developed to represent nations, large populations or 

countries. The dimensions are correlated to work with nations and less with organisations or 

individuals. Furthermore, these dimensions are meaningless to explain the individual (Minkov & 

Hofstede, 2011). Hofstede advises that at organisational or individual levels his dimensions, using 

the construct questions used by Hofstede, do not make sense. Many authors have tried to use his 

dimensions (Taras, Kirkman, & Steel, 2010), yet Hofstede (2001) himself specified that data taken 

from IBM could not be applied at the individual level. 

 

5.3. Theories of Organisational Culture 

Van et al. (2004) stated that “the shared perceptions of organisational work practices, i.e. within 

the organisational unit, is the organisational culture”. Halil (1991) mentioned that “organisational 

culture is the dominant values adopted by an organisation that creates a common understanding 

among members, i.e. about the nature of the organisation and the desired behaviours of the 

members”. Barney (1986) explained that the role of organisational culture is to remain competitive, 

and Barney (1986) stated that “organisational culture is a complex set of values, beliefs, 
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assumptions and symbols that define the way in which an organisation conducts its business”. 

There is significant work in this field, i.e. relating to organisational culture, but the most commonly 

cited model was developed by Trompenaars and Hampter-Turner. 

5.3.1. Dimensions of Trompenaars Organisational Culture 

Trompenaars and Hampden-Turner developed a cultural framework, based on the management 

market, to help improve business communication and collaboration; that illustrated that culture 

impacts the solutions selected when solving problems (Trompenaars & Hampden-Turner, 1993). 

The following dimensions are included in Trompenaars organisational cultural model. 

 

Universalism versus Particularism: Universalists are “prone to follow the rules even when friends 

are involved and look for “the one best way” of dealing equally and fairly with all cases. They 

assume that the standards they hold dear are the “right” ones and they attempt to change the 

attitudes of others to match”. A particularist society exists where “particular” circumstances are 

more important than rules. Bonds of particular relationships (family, friends) are: stronger than any 

abstract rule and the response may change according to circumstances and the people involved” 

(Trompenaars, 1996). Universalism applies rules in the societies where there are no differences 

between people whereas particularism society evaluates each based on specific circumstances or 

personal background (Stouffer & Toby, 1951).  

 

Individualism versus Collectivism: Individualism is “a prime orientation to the self’, and 

collectivism as “a prime orientation to common goals and objectives” (Parsons, 1955). This 

dimension relates to whether the society behaves based on an individual decision or community 

decision. 

 

Neutral versus Emotional: Neutral – A culture in which you screen emotions and people will 

work hard to control their state of mind. Emotional – A culture in which sentiments are expressed 

willingly and logically. And in this, people like to show every major type of sentiment, for example, 

smile, talk loudly, and greet each other with a passion (Trompenaars & Hampden-Turner, 1997). 
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Specific versus Diffuse: Specific – A culture in which personages have a large public space that 

they voluntarily share with others, and a small reserved space where they safeguard strictly and 

share only with close associates. Individuals habitually are liberal and demonstrative, but 

individuals’ way of living and behaving is different between their workplace and/or within 

domestic life (Trompenaars & Hampden-Turner, 1997). Diffuse – A culture in which both 

community and private space are very much alike in scope and people as individuals safeguard 

their unrestricted space. Diffuse strategies emphasise the importance of a holistic relationship with 

the organisation and its environment (Trompenaars, 1996).  

 

Achievement versus Ascription: All societies give certain members higher status than others, 

signalling that unusual attention should be focused upon such persons and their activities. While 

some societies accord status to people on the basis of their achievements, others ascribe it to them 

by virtue of age, class, gender, education, etc. The first kind of status is called achieved status and 

the second ascribed status. While achieved status refers to doing, ascribed status refers to being 

(Trompenaars, 1996; Trompenaars & Hampden-Turner, 1997). 

 

Sequential versus Synchronic relation to time: This dimension elaborates how different 

cultures manage time. Cultures that manage time as a series of distinct passing events are classified 

as sequential. Cultures that believe that past, present, and future events all are interrelated are 

classified as synchronic (Trompenaars, 1996); i.e. that the future is impacted by both memories 

and thoughts of the past, and actions undertaken in the present action. Synchronic culture does not 

see events as being distinct, but related over time. 

 

Inner versus External attitude: The “inner-directedness” towards nature is produced internally 

from inside the individual and is referred to as internal attitude. If someone has an internal-focused 

attitude then their view of nature may be machine-like, i.e. they believe that man can dominate 

nature, and that their view is important when determining the right action. This “inner-

directedness” is also revealed by observing the customer-orientation and its current trend. 

Irrespective of the situation at hand, inner-directed people follow their deep-rooted principles of 

behaviour. (Trompenaars, 1996) In case of external-focused attitude, people consider that man is 

dependent on nature. Rather than focusing on their own capabilities, individuals survive by 
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focusing on the external environment. In these cultures, the organic view about nature is prominent 

i.e. man is subject to nature. People are needed to be “other-directed” for their survival, and they 

give more value to the environment rather than themselves (Trompenaars, 1996). 

5.3.2. Critique on Trompenaars’ Organisational Culture 

The predominant view was that individuals living in a particular place and time belong to a single 

culture. This approach clarifies why cross-cultural researches are accused of “ecological fallacy” 

by not recognising the individual makeup of persons with respect to culture. It is important that 

each study establishes the salient “cultures”, and each individual’s background, and therefore 

includes different “cultures” factors as independent variables (Straub, Loch, Evaristo, Karahanna, 

& Strike, 2002). Similar to national culture, the dimensions of organisational culture, cannot be 

practically applied at the individual level. 

 

5.4. Culture at Individual Level (CV Scale) 

To study a large number of people, i.e. societies and nations, the theory of national culture is very 

useful, yet the individual has primary significance when it comes to business competitiveness 

(Farley & Lehmann, 1994). The individual level is therefore arguably more important when 

modelling managerial and business situations/behaviour (Kamakura & Mazzon, 1991; Kamakura 

& Novak, 1992); since individual culture will eventually impact business effectiveness. 

Accordingly, the application of national culture is not reliably able to explain an individual’s 

behaviour (Straub et al., 2002), thus it is not right to use national culture values to predict an 

individual’s behaviour (McCoy et al., 2005).   

 

Aaker and Lee (2001) considered all Chinese as collectivists and all Americans as individualists, 

which is fundamentally and statistically inappropriate. Dawar and Parker (1994) similarly grouped 

the respondents based on their national identity and assigned Hofstede’s dimensions to test the 

influence of culture on customer behaviours. This practice is adequate when the unit of study is a 

country, but it is not proper when a study examines the effect of an individual’s cultural orientation. 

 

Literature suggests that in order to measure the cultural differences among individuals or at a 

micro-level concept, use of national and/or organisational culture is just not reliable; because 
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national and organisational culture concepts are only suitable at the macro-level, whereas the 

adoption of technology is a concern at the individual level (Srite & Karahanna, 2006). Numerous 

studies have applied dimensions of national culture at the individual level, but results were found 

to be inconsistent with Hofstede’s study (Hoppe, 1990; Straub, Loch, Evaristo, Karahanna, & Srite, 

2002), literature shows that national culture cannot explain an individual’s behaviour, thus it is 

wrong to use values of national culture to predict behaviour of individual level (Ford, Connelly, & 

Meister, 2003; McCoy, Galletta, & King, 2005).  

 

The primary user of technology is an individual, which means we cannot use the dimensions of 

national or organisational culture to assess the behaviour and attitude of students towards e-learning 

technology. In 2011, Yoo, Donthu, and Lenartowicz conducted a research study explaining the 

culture variations at an individual level. The framework proposed by Yoo, Donthu, and 

Lenartowicz (2011) is called Cultural Value scale or CVSCALE. The CVSCALE was proposed to 

predict culture at an individual level in the consumer market. Hofstede’s first five cultural 

dimensions are used to measure culture at the individual level, yet new constructs were developed 

and empirically tested and verified for use at the individual level. Yoo et al. (2011) started with 

125 items constructs from different studies relating to culture dimensions. After the first test, they 

recategorised construct items based on results and were left with 86 themed items. Yoo et al. 

retested the 86 items, and retained 40 items that were then used for developing the scale. Those 

items included nine items for power distance, six items for masculinity, six items for uncertainty 

avoidance, eleven for long term orientation and eight for the collectivism. A questionnaire was 

developed to gather responses, and a total of 1530 responses where gathered from three different 

group of people. Using the techniques of factor analysis, they validated and confirmed the scale. 

The final CVSCALE comprised of 26 items for five dimensions (five for power distance, six for 

long term orientation, four for masculinity, six for collectivism and five for uncertainty avoidance); 

constructed from construct questions that effectively mapped and loaded at the individual level. 

The 26 items explained appropriately 45% of the variance in the total data set.  

 

CVSCALE is a scale that assesses individual values of cultures, which consists of 26-items that 

align with Hofstede’s (1980; 1991) five-dimensional typology of culture. Power distance defined 

as “the extent to which the less powerful members of institutions and organisations within a country 
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expect and accept that power is distributed unequally”. Uncertainty avoidance is “the extent to 

which the members of a culture feel threatened by uncertain or unknown situations”. Individualism 

“pertains to societies in which the ties between individuals are loose: everyone is expected to look 

after himself or herself and his or her immediate family”; opposite to it is collectivism. “Confucian 

dynamism refers to the long-term versus short-term orientation toward the future”. Masculinity and 

femininity represent “the dominant sex role pattern in the vast majority of both traditional and 

modern societies”. (Prasongsukarn, 2009). 

 

Hence, this study defines the individual culture as the cultural orientation of a student across the 

above mentioned five dimensions of culture (i.e. Power Distance, Uncertainty Avoidance, 

Individualism/Collectivism, Masculinity/Femininity and Long/Short term orientation) at the 

individual level. Individual culture will help us understand/explore the student’s technology 

preference and his/her technology acceptance behaviour, as individuals of a particular region 

behave/respond differently in various situations, this makes them different from one another. This 

makes the concept of individual culture a better predictor of student behaviours, as compared to 

the concepts of national and organisational culture.  

 

5.5. Method 

The respondents of this study were students were from higher education institutes (universities 

both public and private) in Pakistan. Students were enrolled in a number of different programmes 

(306 were males and 212 were female): 349 students were from BBA, 116 students were from 

MBA, 35 students were from Executive MBA and 16 students were from MBA Engineering 

programme (for detail see Table 4.4). All students had a prior exposure to e-learning in one or more 

of the courses offered to them, with most of their courses using some technology components. The 

survey was carried out in two stages. First, for a period of five months in 2015 (collecting 300 

responses) and second for a period of three months in 2016 (collecting 260 participants). In total, 

data was collected from 518 participants from two universities in Lahore, Pakistan. The first 

questionnaire measured the student’s preference concerning the 8 higher education service (HES) 

quality indicators (i.e. Course Content, Facilities, Lecturers’ Concern for Students, Communication 

with University, Social Activities, Assessment, Counselling Services and People) against face to 

face learning and 6 devices (TV, Radio, Desktop/Computer, Laptop Mobile and Laptop). Data 
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gathered from this questionnaire has already been considered in chapter 4, in order to define user 

average device preference. Each response was given a unique identifier. Responses were gathered 

on 5 point Likert scale. “1” being “Strongly Disagree” to “5” being “Strongly Agree”. The second 

questionnaire, relating to CV scale construct questions (Yoo, Donthu, & Lenartowicz, 2011), 

allowed us to gather the cultural values of each individual student. The CV scale questionnaire 

includes 26 questions related to five dimensions of culture (see Appendix B). All questions were 

asked on a scale of 1 to 5 (five-point Likert scale) with 1 defined as ‘strongly disagree’ and 5 

defined as ‘strongly agree’. 

 

Combined data analysis allowed us to investigate preference of student on each device against each 

HES quality indicator based on the cultural differences at the individual level.  

 

5.6. Data Analysis 

Statistical Package for Social Science (SPSS) and Analysis of a Moment Structure (AMOS) was 

used to perform data analysis. The analysis was performed in two steps as mentioned. First, the 

constructs of the CV scale were confirmed and verified through use of Exploratory Factor Analysis 

(EFA) and Confirmatory Factor Analysis (CFA). Subsequently, cluster analysis was performed to 

identify unique clusters, i.e. clusters that exist based upon cultural dimensions at an individual 

level. Secondly, on the basis of the clustering, technology preference data, concerning Kwan and 

Ng higher education service (HES) quality indicators, was sorted and the preference of each 

individual cluster was analysed.  

5.6.1. Reliability 

The first step after checking the demographics of the respondents is to check the “psychometric 

properties” of the survey instrument, i.e. the reliability and the validity (Hair et al., 2010). 

Reliability is defined as the “the proportion of the estimated variance over the population of 

recording units in data and the estimated total variance for the universe of observers over the 

population of data” (Krippendorff, 1970). Three methods were considered, i.e. split-half method, 

test-retest and Cronbach Alpha.  The split-half method signifies the consistency of the observed 

items with a single variable (Hair et al., 2010). Test-retest calculates the reliability on the basis of 

the correlation of data scores of respondents with the observed items at different points (Ticehurst 
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& Veal, 2000). Cronbach’s alpha checks the reliability and is extensively applied and accepted in 

literature to check the internal consistency and reliability of constructs (Spiliotopoulou, 2009). 

Cronbach’s α is easy to calculate, checks the inter-item consistency, and is widely accepted and 

used in the field of academics (Nunnally & Bernstein, 1994); accordingly, it was selected for use 

in this study. The minimum threshold value for Cronbach alpha is 0.70, some researchers also 

mentioned 0.60 as defining the accepted range (Sekaran, 2000). The reliability of the five 

dimensions of the CVSCALE was well above the recommended upper value of 0.70 (see Table 

5.2); hence proving strong reliability of the data. 

 

Table 5.2 Reliability of the CVSCALE Constructs 

Factors No. Items Cronbach’s Alpha 

Power Distance (PD) 5 .969 

Uncertainty Avoidance (UA) 5 .975 

Individualism/Collectivism (IC) 6 .980 

Masculinity/Femininity (MF) 4 .909 

Long-term/Short-term Orientation (LS) 6 .969 

 

5.6.2. Factor Analysis 

CVSCALE items were used in the questionnaire, however, data from each construct needs to be 

confirmed before moving on to data analysis. After checking the reliability, factor analysis was 

performed. “Factor analysis is a data reduction technique that accepts correlations between data 

variables and each item/question for the individual variable (Chatfield & Collins, 1992).” Through 

this, items are grouped together based on the strong correlations amongst items and assign a 

separate factor for each of the group of items. Usually, there are two methods to perform factor 

analysis, i.e. to explore and confirm the variables that are different from one another. First is 

Exploratory Factor Analysis (EFA), this shows the number of potential factors that best denotes 

data (Hair et al., 2010). The second type of factor analysis is Confirmatory Factor Analysis (CFA). 

CFA validates and confirms that the extracted factors of variables are aligned to the theoretical 

model. Structural equation modeling (SEM) is applied to perform CFA.  

Exploratory Factor Analysis (EFA) 

EFA helps us screen out the problematic items within the survey. In this case, five variables of 

CVSCALE, and respective loading of 26 items, are checked. The most common measure of the 
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EFA is the Kaiser-Meyer-Olkin Measure (KMO) of Sampling Adequacy with Varimax rotation. 

The varimax method for the extraction was selected. The reason behind selecting varimax method 

was that varimax is most commonly used variance maximising procedure and has higher 

generalisability and replicability power compared to the oblique rotational method (Tabachnick & 

Fidell, 2007). Also, oblique rotations are suitable for secondary data, thus varimax is used for 

current survey research.  KMO is a measure of sampling adequacy, and shows the adequacy of the 

sample. If the KMO value is above 0.5, the data is acceptable. Data from the study was analysed 

and the KMO was defined as being 0.935, which provides positive evidence concerning the 

adequacy of the sample. For the Bartlett’s test sig < 0.05 is required, in my case, it was <0.001. 

Both tests showed that chosen items for each variable are correlated and questionnaire is adequate 

according to the respondent’s response (shown in Table 5.3). 

 

Table 5.3 KMO and Bartlett’s Test CVSCALE 

KMO and Bartlett’s Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .935 

Bartlett’s Test of Sphericity Approx. Chi-Square 17980.036 

Df 325 

Sig. .000 

 

 

The extraction method can differ based on the analysis to be performed after EFA. The researcher 

will be using AMOS, for which “Maximum Likelihood” extraction is required. EFA was performed 

to check the factors of CVSCALE items.  

 

The cumulative variance of the five factors was 84.95%, and eigenvalues of all extracted factors 

were above 1. Communalities are initially at 1, if the extracted value of the communality for a 

certain variable is high (i.e. communality value is closer to 1), which implies that the extracted 

factors account for a large proportion of the variable’s variance. The communalities for all 26 items 

were closer to 1; most of them being higher than 0.8 (see Table 5.4). 
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Table 5.4 Communalities for 26 CVSCALE Items 

Communalities  

Items Initial Extraction Items Initial Extraction 

PD1 .866 .892 IC4 .914 .920 

PD2 .824 .842 IC5 .875 .881 

PD3 .869 .889 IC6 .891 .898 

PD4 .838 .850 MF1 .655 .687 

PD5 .844 .859 MF2 .669 .718 

UA1 .857 .872 MF3 .710 .770 

UA2 .853 .869 MF4 .665 .706 

UA3 .889 .901 LS1 .825 .841 

UA4 .878 .897 LS2 .806 .819 

UA5 .886 .903 LS3 .814 .829 

IC1 .883 .891 LS4 .821 .841 

IC2 .871 .873 LS5 .828 .845 

IC3 .892 .903 LS6 .862 .888 

 

 

Hence the variables are reflected well via the extracted factors, and consequently, this shows that 

factor analysis is reliable. Another measure for checking the factor analysis is the factor loading, 

which is mentioned in the ‘Rotated Component Matrix’ in factor analysis output. There are 26 

items of CVSCALE and for 26-items five factors were extracted from rotated component matrix 

(Table 5.5).  

 

According to Hair et al. (2010) researcher should carefully look in the factor matrix for cross 

loading items. Items which are loading to another factor or have loading values of less than 0.5 

should be removed, and factor analysis should be repeated. However, items of the defined 

instrument have loading above 0.5 and all 26 items were loading in the five Cv-Scale factors 

defined in the original CV-Scale questionnaire. Table 5.5 shows that items for each extracted factor 

are represented according to original CVSCALE, and consequently, this shows that the exploratory 

factor analysis is done. 
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Table 5.5 Factor Loading, Maximum Likelihood Extraction 

Items 
Factor Loadings 

1 2 3 4 5 

PD1     .914 

PD2     .891 

PD3     .916 

PD4     .885 

PD5     .901 

UA1    .916  

UA2    .915  

UA3    .933  

UA4    .933  

UA5    .936  

IC1   .897   

IC2   .877   

IC3   .894   

IC4   .904   

IC5   .886   

IC6   .903   

MF1  .822    

MF2  .839    

MF3  .861    

MF4  .829    

LS1 .849     

LS2 .840     

LS3 .842     

LS4 .856     

LS5 .850     

LS6 .877     

 

Confirmatory Factor Analysis 

Confirmatory factor analysis is the second step in factor analysis, i.e. where factors explored in 

EFA are confirmed. CFA is performed through the use of Structure Equation Modeling (SEM), the 

objective of SEM is to confirm the theory using data. For SEM, there are two kinds of models, 

measurement model and structure model. The measurement model is used for confirmatory factor 

analysis (CFA), whereas the structure model is used for path analysis or for hypothesis testing or 

regression analysis of independent and dependent variables. For the current experiment, I will only 

be using measurement model.  

 

In order to perform CFA, there is no need to define the independent or dependent variables. CFA 

is also known as construct validity (measured through convergent and discriminant validity) and 

reliability (measured through composite reliability). The CVSCALE has already been tested and 
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verified, however, it is mandatory to perform CFA validation and confirmation of the constructs 

(Hair, Black, Babin, & Anderson, 2010). CFA was performed using AMOS. Different measuring 

criteria concerning CFA and their respective acceptance threshold value are mentioned in Table 

5.6. 

Table 5.6 Measures of Construct Validity and Reliability in CFA 

 (Hair, et al. 2010; Igbaria & Iivari, 1995) 

 

Validity and Reliability Measures Threshold 

Construct Reliability Composite Reliability CR >0.70 

Convergent Validity  Average Variance Extracted  >0.50 

Discriminant Validity (Construct) Correlation of Constructs  explained below 

Discriminant Validity (Item) Maximum Shared Variance MSV<AVE 

 

 Construct Reliability: Construct reliability is measured using Composite Reliability (CR), 

which shows the internal consistency among all the factors used in CFA to measure a single 

construct (Fornell & Larcker, 1981). The threshold value of CR for every single factor should 

be greater than 0.7. Composite reliability for five extracted factors was above 0.9, thus 

confirming their reliability (see Table 5.7). 

 Construct Validity: Construct validity measured uses two approaches: convergent and 

discriminant validity (Campbell & Fiske, 1959; Carmines & Zeller, 1979). Convergent validity 

is the type of construct validity which signifies the strength of correlation of measures of the 

same factors with a single factor. Convergent validity of construct is measured using average 

variance extracted (AVE), the threshold value of AVE is 0.5 (Igbaria & Iivari, 1995). AVE for 

all five factors is higher than 0.5, thus verifying the convergent validity (see Table 5.7). 

Discriminant Validity is of further two types, i.e. construct level and item level. Construct level 

discriminant validity means that “degree to which two conceptually similar concepts are 

distinct” (Hair, Black, Babin, & Andon, 2010). This validity makes sure that a unique factor 

should share more correlation with its own factor than with any other latent factors. This is 

measured by checking the correlation of the constructs with each other, the correlation of 

factors with itself (see the diagonal values of the constructs in Table 5.7), which should be 
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higher than the other factors. In my case, the correlation of categorised constructs is very high 

(see Table 5.7). Item level discriminant validity means the “degree to which two conceptually 

similar concepts are distinct from each other”. The discriminant validity of construct is 

established if maximum shared variance (MSV) is less than average variance extracted (AVE) 

(Hair, Black, Babin, & Anderson, 2010). MSV of the five CV-Scale constructs is less than 

AVE (see Table 5.7).  

 

Table 5.7 Construct Reliability and Validity (Convergent and Discriminant Validity) 

Constructs CR AVE MSV MF UA LS PD IC 

Masculinity/Femininit

y (MF) 

0.910 0.716 0.057 0.846     

Uncertainty Avoidance 

(UA) 

0.975 0.888 0.097 0.07 0.942    

Long-term/Short-term 

Orientation (LS) 

0.970 0.843 0.354 -0.24 -0.183 0.918   

Power Distance (PD) 0.970 0.864 0.118 0.135 0.312 -0.344 0.930  

Individualism/Collecti

vism (IC) 

0.980 0.893 0.354 -0.174 -0.190 0.595 -0.245 0.945 

 

 

Figure 5.1 Measurement Model for CVSCALE Constructs 
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Goodness of Fit 

Goodness of fit or model fit is used to check how well the factors in the structure correlate with the 

variables in the dataset. A maximum-likelihood estimation method was used. According to Hair, 

Black, Babin, & Anderson, (2010) there are some indices to check a good fit. These indices are 

CMIN/DF, Adjusted Goodness of Fit Index (AGFI), Comparative Fix Index (CFI), RMSEA (Root 

Mean Square Error of Approximation) and Standardised Root Mean Square Residual (SRMR). The 

values of all these factors should be within the executable range to achieve a good model fit. 

However, the Values of AGFI value is effected by the model fit, so if sample sizes vary, one can 

neglect this measure and can still have a good fit (Sharma, Mukherjee, Kumar, & Dillon, 2005). A 

good fit signifies that factors in the models are correct and are supported by the data set. Table 5.8 

presents the model fit values obtained, and a threshold level for each measure (Hu & Bentler, 1999). 

 

Table 5.8 Model Fit (Hu & Bentler, 1999; Hair, et al., 2010) 

Measures Values  Threshold 

CMIN/DF  1.998 < 3 good 

CFI 0.984 > 0.90  

AGFI 0.905 > 0.80 

SRMR 0.041 < 0.09 

RMSEA 0.044 < 0.05 good, 0.05 – 0.10 moderate 

 

Constructs of the CV scale are validated and confirmed according to original study of CV scale, 

by Yoo, Donthu, & Lenartowicz, (2011). 26-items were then computed into five respective factors, 

which were used for further analysis. 

5.6.3. Clustering 

Five-dimension variables, i.e. Power Distance (PD), Uncertainty Avoidance (UA), Individualism / 

Collectivism (IC), Masculinity / Femininity (MF) and Long-term / Short-term Orientation (LS), 

were used for cluster segmentation. A hierarchal clustering approach was used to find the optimal 

number of clusters in the data. The cubic clustering criterion was met when using a three cluster 

solution (Milligan & Cooper, 1985), thus three clusters were selected for use during further 

analysis. K-means clustering was applied, and final clusters and membership of each respondent 

were obtained (see Table 5.9). Three cluster segments were defined for the five data dimensions, 
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and results were found to be significant (i.e. <0.01). The F-value (see table 5.9) denotes how far 

the data is scattered from the mean. The lower the F value, the closer the data points are to the 

mean. The higher the F value the more scattered the data is from the mean. In this data, if we look 

at the mean of masculinity/femininity, the means of the three clusters are very close to one another; 

hence the low F value. If we look, however, at the values of the means of 

individualism/collectivism there is a distinct difference between the mean values of all three 

clusters, which explains why the F value is high for this dimension. Similarly, for the remaining 

three dimensions (i.e. Power Distance, Uncertainty Avoidance, and Long term / Short term 

Orientation) the F value is high, highlighting considerable variation between segments. 

Table 5.9 Culture at the Individual Level Cluster wise Segmentation 

 Cluster Segmentation  

Cultural Dimension Segment 1 Segment 2 Segment 3 F-Value 

Power Distance (PD) 3.83 1.50 2.35 178.152* 

Uncertainty Avoidance (UA) 3.66 3.86 2.08 124.039* 

Individualism/Collectivism (IC) 1.52 2.94 4.26 376.259* 

Masculinity/Femininity (MF) 3.93 3.20 3.25 21.789* 

Long-term/Short-term Orientation 

(LS) 

2.36 4.12 4.27 278.869* 

Total (N) 146 175 197 518 

*Sign. <0.01 

 

We identified that the three clusters can be differentiated firstly on the basis of Power Distance 

(PD). If PD is high, then the participant is most likely from cluster 1. If PD is low, we consider 

participant Individualism / Collectivism (IC) data. If IC is low, then the participant is from cluster 

2. If IC is high, then the participant is from cluster 3. Looking at combined values for the three 

clusters, we can highlight them on the basis of these differences based on the 5 dimensions of 

culture at the individual level. 

 Cluster 1 is highest in both Power Distance and Masculinity. This shows that cluster 1 students 

are assertive, result oriented and expect and accept the distance of power among different power 

levels. This cluster has short-term orientation and only focuses on individual benefits. 

 Cluster 2 is highest in Uncertainty Avoidance and lowest in Power Distance, which shows that 

students in this group believe in the use of rules and structures to avoid any uncertainty. 
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However, they do not expect and accept any power distance. This segment is moderately more 

individualist than cluster 3 and less than cluster 1. They are also long term oriented (less than 

cluster 3). 

 Cluster 3 is lowest in Uncertainty Avoidance and highest in both Collectivism and Long-term 

Orientation. These respondents believe in collective long-term goals; however, cluster 3 

students are not always concerned about the rules and structures of the system. 

5.6.4. Cluster Based Device Preference of Students  

After the identification of three unique clusters, preference data was sorted according to the clusters 

and preference data of three clusters was separated. The data was separated so as to see if the 

preference of each cluster is the same as an overall preference. Then the means for 6 devices and 

face to face preference against the eight Higher Education Service (HES) quality indicators for 

each cluster was analysed. Now I will proceed with the device preference of each cluster. 

 

Table 5.10 presents the preference of students for cluster 1. 146 respondents were in cluster 1, 

which prefer Face to Face rather than the use of technology devices, on six higher education service 

(HES) quality indicators. For two HES quality indicators, that is ‘Communication with University’ 

and ‘Assessment’, this group preferred Mobile and Laptop respectively. 

 

Table 5.10 Device Preference Cluster 1 N = 146 

Higher Education Service 

(HES) Quality Indicators 
Face to Face TV Radio 

Desktop/ 

Computer 
Laptop Mobile Tablet 

Course Content 4.41 2.10 1.64 3.18 3.48 2.26 3.88 

Facilities 4.45 2.10 1.77 3.45 3.48 2.67 2.77 

Lecturer’s Concern for Students 4.18 1.91 1.49 3.19 3.22 2.93 3.62 

Social Activities 4.39 2.21 1.82 3.11 3.70 3.54 3.75 

Communication with University 3.56 1.92 1.68 3.32 4.32 4.35 3.86 

Assessment 3.55 1.63 1.46 3.34 4.25 3.73 3.79 

Counselling Services 4.49 1.98 1.71 3.18 3.78 3.57 3.66 

People 4.58 2.18 1.87 3.20 3.96 4.10 3.74 

 

175 students belonged to cluster 2, and the device preference for this segment is inclined towards 

the use of Mobile phones for six of the HES quality indicator (see Table 5.11). For quality 
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indicators ‘Counselling Services’ and ‘People’, this group of students preferred Face to Face. A 

closer look at the Table 5.11 shows that for ‘Counselling Services’ first preference of students is 

Face to Face, however, the values of Laptop and Mobile suggest that students would consider using 

either Laptop or Mobile (if required); as these values are not much lower as compared to Face to 

Face for these two quality indicators.  

Table 5.11 Device Preference Cluster 2 N = 175 

Higher Education Service 

(HES) Quality Indicators 

Face to 

Face 
TV Radio 

Desktop/ 

Computer 
Laptop Mobile Tablet 

Course Content 3.63 1.93 1.53 3.34 3.79 4.35 3.85 

Facilities 3.38 1.91 1.57 3.29 3.95 4.37 2.98 

Lecturer’s Concern for Students 3.85 1.66 1.45 3.22 3.99 4.46 3.79 

Social Activities 2.41 2.11 1.81 3.07 4.04 4.75 3.75 

Communication with University 3.59 1.77 1.53 3.33 4.23 4.34 3.95 

Assessment 3.56 1.54 1.41 3.07 3.89 4.33 3.83 

Counselling Services 4.13 1.83 1.67 3.29 4.05 4.01 3.78 

People 4.27 1.81 1.73 3.11 4.06 4.10 3.71 

 

Table 5.12 gives the preferences of the 197 students that belonged to cluster 3. This segment of 

students prefers Laptop for six of the HES quality indicators. When considering ‘Communication 

with University’, the students in this cluster prefer the use of Mobiles, however for direct 

communication with ‘People’ this segment prefers Face to Face. 

Table 5.12 Device Preference Cluster 3 N = 197 

Higher Education Service 

(HES) Quality Indicators 

Face to 

Face 
TV Radio 

Desktop/ 

Computer 
Laptop Mobile Tablet 

Course Content 3.39 2.03 1.60 3.29 4.67 2.22 3.93 

Facilities 3.55 1.96 1.66 3.36 4.55 2.19 3.72 

Lecturer’s Concern for Students 4.14 1.85 1.52 3.35 4.25 3.78 3.87 

Social Activities 2.24 2.16 1.80 3.20 4.13 4.11 3.81 

Communication with University 3.78 1.81 1.60 3.32 4.30 4.36 4.00 

Assessment 3.49 1.61 1.43 3.26 4.23 3.73 3.85 

Counselling Services 4.11 1.90 1.66 3.22 4.15 4.03 3.72 

People 4.38 1.94 1.72 3.10 4.02 4.16 3.81 
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5.7. Results and Discussion 

Perception about service quality is highly correlated with the user satisfaction (Parasuraman, 

Zeithaml, & Berry, 1988; Roca, Chiub, & Martineza, 2006). In case of e-learning, student 

satisfaction is very much dependent on the quality of educational services offered by the institutes, 

as the student plays the role of the user of these educational services offered across difference 

institutes (Wong & Huang, 2015).  

 

Table 5.10 shows that Cluster 1 has a strong preference (6 out of 8 HES Quality Indicators) for 

Face to Face delivery of services. This can be attributed to their culture orientation of being highest 

in Power Distance and Masculinity. Such people would prefer upfront, Face to Face interaction 

with the services to experience overall satisfaction. Clusters 2 and 3 opt primarily for use of 

portable devices (i.e. Laptop and Mobile respectively). Cluster 2 is highest in Uncertainty 

Avoidance and lowest in Power Distance. So, we see them selecting a device which does not have 

any barriers of distance, or confinement as in a classroom space. Hence they selected Mobile. 

Cluster 3 is highest in Collectivism and Long-term Orientation, and lowest in Uncertainty 

Avoidance – which shows that they chose Laptop as it has a capability of performing multiple 

functions collectively. However, they do not believe in rules of having lectures delivered Face to 

Face etc., they prefer to have it on a portable device, commonly used for different functions, i.e. 

Laptop.  

 

For the three clusters, for first four quality indicators, namely ‘Course Content’, ‘Facilities’, 

‘Lecturer’s Concern for Students’ and ‘Social Activities’ – all clusters prefer service provision in 

a different form. Cluster 1 would like these to be delivered Face to Face, whereas cluster 2 and 3 

prefer it on Laptop and Mobile respectively. By doing so, we can increase the student satisfaction 

by just providing them these services on their preferences. This also shows that these are the 

preferred information assimilation options for the three clusters. 

 

For quality indicator ‘Assessment’, Laptop is preferred by cluster segments 1 and 3. Whereas, for 

students belonging to cluster 2, Mobile is preferred. Similar is the case for the quality indicator 

‘Counselling Services’, cluster 1 and 2 prefer it face to face and cluster 3 prefers it on Laptop. 

However, if we look at the means of the Laptop and Face to Face for cluster 3 for ‘Counselling 
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Services’ it can be said that this group does not have a huge preference difference for counselling 

sessions, whether the content is delivered on Laptop or Face to Face (see Table 5.12). 

 

For HES quality indicator ‘Communication with University’, use of Mobile devices is preferred by 

students of all clusters. The reason for this can be explained as mobiles are devices that everyone 

carries most of the time, and it is easier to stay in touch with anyone including university 

administration via mobile. Another HES quality indicator ‘People’ has Face to Face as the top 

preference across the three clusters. This is because meeting new people is an experience which 

everyone prefers to have face to face. 

 

This study can help in determining the technology preference of the students that have a different 

set of individual cultural values. Cluster segment 1 preferred traditional learning over e-learning 

perhaps due to their attribute of being assertive and their strong acceptance towards power distance. 

Being individualistic, these students want to have instructions laid out in person and want surety 

that they are getting the full benefits. Also, being individualistic and short term oriented, as they 

are bearing the cost of education, they would want the instructor to be present, i.e. in front of them, 

otherwise they may think the quality of education is low. Since they prefer face to face interaction 

instead of virtual interaction, introducing cluster 1 students to technology might lead to failure or 

dissatisfaction. 

 

Cultural orientation of the segment 2 and 3 students shows that both have high long term orientation 

cultural scores. They have the characteristics of thinking about the benefits in the future, so they 

are willing to have an education that is dependent on a technological component i.e. Mobile or 

Laptop. So, people having long term orientation are inclined towards either laptop or mobile for 

education purposes. Introducing technology to these people will lead to positive results. 

 

However, if one wants to introduce only Laptop or Mobile, one has to see whether a person looks 

for personal benefits or group benefits (individualism vs collectivism) and his/her tendency of 

avoiding uncertainty. Introducing Mobile to a person who is individualistic and wants to avoid 

uncertainty at all cost will be beneficial. As (s)he wants a device that is more suitable for 

personalised use. On the other hand, introducing a Laptop to a person who looks for collective 



121 

 

benefits of the group would be favourable. As laptop can cover many more aspects and has extra 

functions which can be utilised for almost every aspect of learning. 

 

5.8. Conclusion 

Results of the experiment in the previous chapter (see Chapter 4, Section 4.9) exhibits a clear 

willingness of students to use devices, i.e. Mobile and Laptop instead of traditional/face to face 

learning, for 5 of the 8 HES quality indicators. Since culture has been shown to impact the attitude 

of students toward HES (Kwan and Ng, 1999). The experiment in this chapter looked at the 

technology based preference of cultural cluster groups (see Table 5.10 -5.12). We conclude that 

amongst the first four of the higher education services (HES) quality indicators, there is a clear 

difference in the preference of students; aligning clearly to each of the three clusters. If we 

general/overall preference (see Chapter 4, Section 4.9.2), this significance of the role of a student 

culture, at the individual level, will be lost. Results in this chapter show that, to improve a student’s 

satisfaction with his/her university experience, we have to consider cultural orientation at the 

individual level; as student preference varies across the multiple HES quality indicators and the 

devices available to receive them.  

 

The students are willing to use technology for education, hence a shift, from traditional face to face 

student /teacher interaction, to virtual e-learning. However, it should be noted that overall device 

preference does not allow us to describe clustered device preference, i.e. based on cultural 

differences at the individual level. Our results show that, we do not check the student preference at 

the individual level, higher education service providers risk ignoring the individual preference. 

Hence, the analysis done at the individual level of culture not only better explains the technology 

preference, but also helps HEIs to the creation of higher student satisfaction rates; as the service is 

more likely to reflect student preference and perception of needs. Higher satisfaction rates would 

eventually lead towards lower drop-out rates for students in e-learning courses. 

 

This study can help many important stakeholders, e.g. faculty members, policy makers and 

administrative staff, to work towards higher student satisfaction rates amongst students, i.e. by 

focusing on their device preference understanding student culture at the individual level (Van den 

Berg & Wilderom, 2004). Results also showed that Cluster 1 preferred Face to face, Cluster 2 
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preferred Mobile and Cluster 3 preferred Laptop respectively. From here onwards, these three 

clusters would be nominated as per their respective preferred device i.e. Face to face Cluster, 

Mobile Cluster and Laptop Cluster. 
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Chapter 6  

 

Investigating the Role of Culture at the Individual Level 

in e-Learning: Students’ Technology 

Acceptance towards Laptop and Mobile 

 

The previous chapter discussed the technology preference of the students, based on their individual 

culture orientation. Results showed a huge difference in overall student preference, and the 

individual student preference, based upon individual cultural orientation. Three statistically 

significant clusters were identified in the previous chapter, with each of them having a different 

preference. Cluster 1 preferred to receive the majority of HES quality indicators via Face to Face 

interaction. Cluster 2 and 3 had preferences towards the use of Mobile and Laptop respectively. In 

this final chapter, the researcher will be investigating the factors that lead to Technology 

Acceptance of these two preferred devices (i.e. Laptop and Mobile) based on a cluster wise sorted 

data set. By finding out what factors specifically lead towards the acceptance of these devices by 

students, we are able to better manage and control the factors preventing e-learning implementation 

success. By analysing technology acceptance on the basis of individual culture orientation, the 

answer of the third research question will be considered; i.e. Does e-learning student’s individual 

culture impact his/her technology acceptance towards a preferred device(s)? 

 

This chapter starts with some literature based discussion and a comparison of different technology 

acceptance models and the role of culture in technology acceptance. This leads to identifying 

UTAUT2 as the best suited model for my study. Next, I discuss the model and results derived from 

data analysis. Conclusions are written in detail to provide valuable suggestions for improving 

student satisfaction towards e-learning based on their behavioural intention towards the use of their 

preferred device. 
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6.1. Introduction 

The definition of technology acceptance was proposed by Gattiker as “an individual’s 

psychological state with regard to his or her voluntary or intended use of a particular technology” 

(Gattiker, 1984), Morris (1996) states that “acceptance is the degree to which individual users use 

a given system when usage is voluntary or discretionary (low or high acceptance)”. It is evident 

from these definitions that behaviour of individual determines the technology acceptance, so in 

order to understand what factors play a role in determining this behaviour, several theories and 

models have been proposed to explain the acceptance and ultimate use of the technology 

(Venkatesh, Thong, & Xu, 2012).  

 

6.2. Theories of Technology Acceptance 

There are a number of models and theories (Abbasi, Chandio, Soomro, & Shah, 2011) to explain 

the concept of technology acceptance, yet most of the theories are built upon the Social Cognitive 

Theory (proposed by Bandura, 1986) and the Diffusion of Innovation theory (proposed by Rogers, 

1983). Despite the fact that studies for the technology acceptance are believed to be a stand-out 

amongst the most developed zones inside modern information system literature (Hu, Chau, Liu 

Sheng, & Kar, 1999), despite all these models and theories there is a persistent issue faced by the 

researchers in the study of technology acceptance. That is “which model and constructs are best 

suited while considering the introduction of new technology?” (Venkatesh, Morris, Davis, & 

Davis, 2003). All the technology acceptance models have to be thoroughly understood before 

identifying the most suitable one for the research at hand.  

6.2.1. Diffusion of Innovation theory (DOI) 

DOI is one of the two founding theories on which all the models of technology acceptance have 

been built. The basic concept of DOI was derived from sociology, and is founded upon the work 

of two sociologists. Garbriel Trade and George Simmel worked on Sigmodal diffusion theory 

which was later on used by Rogers (1995), to define ‘diffusion’ i.e. adoption, ‘innovation’ i.e. 

formulation of a new technology and ‘communication’ i.e. process of sharing the innovation. 

Diffusion is stated as the method by which the message of innovation is delivered to the people in 

the system. Innovation is referred to as the new concept, technology or idea that is to be 
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communicated to the people. Briefly, Diffusion of Innovation (DOI) is the movement of technology 

or the idea of technology from one individual (the creator) to the other people (the users). 

 

As the definitions state, Diffusion of Innovation is a complete process of sharing of information 

from one individual to another, during this process innovation might be accepted or rejected by the 

people. Five stages are defined that can lead to adoption or rejection. (Rogers, 1983: 1995). 

However, rejection can occur at any stage by an individual, whereas adoption can occur after the 

five stages (see Figure 6.1).  

 The first stage is entitled “Knowledge of innovation” and relates to making sure that 

information regarding the technology is available to the users. This can be achieved using 

multimedia / the mass media to transmit the ‘existence of technology’ and ‘how to use the 

technology’. 

 The second stage, i.e. “Forming attitude/persuasion towards innovation”, involves the 

development of user curiosity as a result of information gained in stage 1. Ideally, users will 

now seek out knowledge about the technology, i.e. obtaining additional information in order to 

build a perception to accept or reject the technology. 

Figure 6.1 DOI Process (ROGERS, 1995) 
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 The third stage relates to the “Decision to adopt or reject”. This stage involves the user forming 

a positive attitude towards the adoption of technology. The name does suggest adopt or reject 

but according to Rogers as mentioned earlier, rejection can happen at any stage. However, if 

one is to accept the technology, the positive attitude towards the technology is built from this 

stage onwards.  

 The fourth stage is “Implementation of the new idea”, since the adoption of a technology can 

never happen if a user does not facilitate access to the technology, i.e. gain hands-on experience 

with the technology. This stage involves the actual use of the technology by the users; in other 

words, prior to this stage, the adoption process is only at the level of preparing the mind of 

users to the use of technology. This stage takes into account the ease/complexity of using the 

technology, and the technical support provided to get a hang of innovation. 

 The fifth and the last stage, entitled “Confirmation of the decision”, encompasses the response 

of users concerning actual use of the technology. A positive response is highly influenced by 

the previous stage (actual use); with a positive response resulting in confirmation to adopt or 

vice versa. Rogers stated that it is not necessary for an individual to continue with the adoption 

of technology through the five stages, they can reject the decision of adoption for a better 

technology, if available; due to performance issues or/and other factors. 

 

Along with the five stages, Rogers also proposed some characteristics of innovations. The first is 

Relative advantages (RA), which refers to “the degree to which an innovation is perceived as 

being better than its precursor” (Moore & Benbasat, 1991). RA checks the satisfaction or/and the 

efficiency of the technology as compared to the previous innovations (Rogers, 1995). The second 

factor is Compatibility (COMP), which is “the degree to which an innovation is perceived as 

being consistent with the existing values, needs and past experiences of potential adopters” (Moore 

& Benbasat, 1991). COMP is very important to consider as the adoption of the technology might 

vary amongst individuals and/or groups based on the values and beliefs of the group.  

Third factor is Complexity (COLX): which is defined as “the degree to which an innovation is 

perceived as relatively difficult to understand and use” (Thompson, Higgins, & Howell, 1991). 

Ease and complexity in use of the technology is an important determinant of the rejection or 

acceptance of technology. The fourth factor, i.e. Trial ability (TRI), refers to as ease of use while 

testing the technology to help make the adoption or rejection decision (Rogers, 2003). The last 
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factor is Observability (OBS), which involves assessing adoption of the observed 

innovation/technology, OBS relates to whether something proficiently serves its desired purpose 

for individuals and/or organisations (Moore & Benbasat, 1991).  

 

Regardless of all the benefits, the DOI theory has some limitation. The DOI theory does not account 

for attitudes, which can result in someone accepting or rejecting the innovation. The DOI theory 

also fails to create a link between the attitudes of the user, and the attributes of the technology. 

Furthermore, it is not clear how the defined five characteristics help in developing the attitude 

towards the technology (Karahanna, 1999; Chen, 2002). Accordingly, in order to consider the 

attitude factors, Social Cognitive Theory (SCT) was developed.  

6.2.2. Social Cognitive Theory (SCT) 

In contrast to issues of DOI, the Social Cognitive Theory (SCT) takes into account the role of 

human actions (approach of human agency) in innovation process (Bandura, 1986). SCT states that 

behaviour is learned from the environment through the process of observational learning. SCT was 

proposed to overcome the shortcomings of DOI (Bandura, 2006). There are three factors in SCT 

that are always affecting each other: “Behaviour”, “Personal Factors” (Cognitive affective and 

biological events) and “Environmental Factors”. This triple factor model states that behaviour of 

Figure 6.2 Social Cognitive Theory (SCT) (Bandura, 1986) 
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individual is influenced by his/her own beliefs, anticipations and perceptions, which are modified 

by their surroundings (i.e. environmental factors) - see Figure 6.2 - as a consequence, ‘behaviour’ 

is developed and shaped by the individual’s own beliefs and environment (Bandura, 1986).  

 

The behaviours and environmental factors are not the determinants of each other. Behaviour relates 

to the fact that “what people think, believe, and feel affects how they behave” (Bandura, 1986). It 

is not necessary for a person to exhibit a certain behaviour before making a decision towards 

technology. The other factors, however, do not directly affect the behaviour, yet effects the 

expectation, emotions and self-efficacy. Change in expectation, emotions and self-efficacy led to 

the introduction of self-efficacy, which is defined as “peoples’ judgment of their capabilities to 

organise and execute courses of action required to attain a designated type of performance” 

(Compeau & Higgins, 1995a). Despite the contribution of SCT to improve the shortcomings of 

DOI, this theory is only used as a building block in order to develop models and theories (Compeau 

& Higgins, 1995a; Igbaria & Iivari, 1995; Agarwal, Sambamurthy, & Ralph, 2000). Regardless of 

the new concepts, SCT is widely used to propose new concepts, however, application of SCT itself 

in predicting behaviour towards technology is quite tough (Agarwal, Sambamurthy, & Ralph, 

2000). 

6.2.3. Theory of Reasoned Action (TRA) 

The theory of reasoned action (TRA), proposed by Fishbein and Ajzen (1975; 1980), is also derived 

from the field of social psychology. TRA emphasises on behaviour and tries to give more insights 

to explain user behaviour. TRA states that an individual only considers his/her own action before 

making any decision or exhibiting behaviour (Fishbein & Ajzen, 1975). And unlike DOI and SCT, 

Figure 6.3 Theory of reasoned Action (Fishbein & Ajzen, 1975) 
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TRA proposed that intention is the contributing factor of behaviour, not the attitude. There are three 

factors of TRA “Attitude”, “Subjective Norms” and “Behavioural Intention” (see Figure 6.3).  

 

TRA postulates that attitude forms the intention, which in turn leads to the ultimate performance 

of behaviour. The first factor, i.e. Behavioural Intention (BI), is a direct determinant of behaviour. 

Behaviour and intention towards behaviour, are different, as behaviour is apparent actions, whereas 

intention is the mental readiness to perform the behaviour. BI is dependent on the attitude and 

subjective norms of individuals towards behaviour (Fishbein & Ajzen, 1975; 1980). The second 

variable, i.e. Attitude, relates to the positive or negative evaluation of the behaviour to be 

performed. Individual’s past experience can be positive and it will impact attitude positively, which 

similarly impacts behavioural intention. The third variable, i.e. Subjective Norms (SN), which is a 

person’s perception about what other people think regarding the behaviour in question (that 

whether he/she should preform that behaviour or not). The opinion of peers, therefore influences 

the formation of one’s beliefs about the norms which are acceptable in a social setting.  

 

Both attitude and subjective norms form the behavioural intention, which is the plan to do 

something, which later on may or may not become behaviour. If the attitude and subjective norms 

are added with perceived behavioural control (defined “as perceived ease or difficulty of adopting 

behaviour”) then it becomes the theory of planed behaviour TPB, instead of theory of reasoned 

action TRA (Roberto, Shafer, & Marmo, 2014). The evolving trend of using technology has 

resulted in a world where people think about minimising resources using IT systems (Mishra, 

Akman, & Mishra, 2014); however, there is a need to predict where technology use will be accepted 

or rejected by the user. TRA has been used extensively in the literature, however, if the intention 

of the individual is not identified than the behaviour cannot be predicted correctly. 

6.2.4. Theory of Planned Behaviour (TPB) 

Ajzen (1991) states that Theory of Planned Behaviour (TPB) aims to overcome the failure of TRA 

i.e. to foresee the behaviour in case of incomplete “volitional controls”. Volitional controls is 

defined as the extent to which a person can decide on his/her own whether to perform or not 

perform a certain behaviour.  
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TPB states that an “individual’s intention to perform a specified behaviour assists in the 

identification of the motivational factors that influence a behaviour; the factors indicate how hard 

people are willing to try performing a behaviour, and how much effort they are planning to put to 

performing the behaviour” (Ajzen, 1991). TRA added construct of “Perceived Behavioural Control 

(PBC)” to overcome the issue where a person exhibits behaviour without any hesitation (Rotter, 

1966). Thus, the stronger the intention towards a behaviour, the better should be the performance. 

There are three conceptual postulates to determine intention in TPB, which are somewhat similar 

to TRA; “Attitude (A)”, “Subjective Norms (SN)”, and “Perceived Behavioural Control (PBC)” 

(see Figure 6.4).  

Attitude Toward the behaviour: Attitude towards the behaviour can be stated as “the extent to 

which a person has a positive or negative evaluation or assessment of the behaviour “(Ajzen, 1991). 

Subjective norms: Subjective norms refers to “the pressure from the society either to perform or 

not to perform a specific behaviour” (Ajzen, 1991). 

Perceived behavioural control (PBC): In the theory of achievement motivation, proposed by 

Atkinson (1964), perceived control is stated as the perceived probability of succeeding at a given 

task. Perceived behaviour control is the perception of the difficulty or ease to perform a specific 

behaviour. So, we can say that it imitates the internal and external behavioural constraints of an 

Figure 6.4 Theory of Planned Behaviour (Ajzen, 1991) 
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individual (Ajzen, 1991). Perceived behavioural control is important in the theory of planned 

behaviour.  

 

In addition to these constructs, TPB also considers the normative beliefs, behavioural beliefs and 

control beliefs, combining the human beliefs. Behavioural beliefs are the beliefs about outcomes 

of behaviour that impact the attitude towards that behaviour. Whereas normative beliefs are related 

to the effects arising from other individuals’ aspects on the behaviour. And finally, the control 

beliefs are related to any kind of factors that might influence behaviour. This influence can be 

either supportive or unsupportive (Ajzen, 1991). TPB is used by many researchers to study 

behaviour. In spite of the addition of PBC, the TPB model does not, however, take account of other 

factors that affect the behaviour, for example, morals, perception about technology, habit and 

support to use technology that might help to change the behaviour. 

6.2.5. Technology Acceptance Model (TAM) 

TRA was modified by Davis et al. (1989) to consider the need for a model designed specifically 

for use in the field of Information Technology. TAM is widely accepted and used in the domain of 

IT to study the technology acceptance of people. The constructs of TAM, i.e. “Attitude (A)” and 

“Behavioural Intention (BI)”, are similar to those used in TRA. However, “Subjective Norms (SN)” 

has been dropped, and three new constructs “Perceived Usefulness (PU)”, “Perceived Ease of Use 

(PEOU)”, and “External Variables (EV)” are added. PU and PEOU are the determinants of attitude 

of a person towards technology. Primarily there are two main independent variables that determine 

the attitude towards a specific technology, i.e. “PEOU” and “PU” (King & He, 2006). PU can also 

have a direct influence on BI in addition to the indirect effect with ‘A’ on ‘BI’ (see Figure 6.5).  
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Now attitude is defined as the individual’s feelings to do or refrain from doing a certain act. BI is 

the degree to which an individual is willing to exhibit a certain behaviour. PEOU is related to the 

personal belief that using a certain system would be free of effort (Venkatesh, Morris, Davis, & 

Davis, 2003). PU is related to the belief that a person’s job performance would be improved as a 

result of using a particular system (Davis, Bagozzi, & Warshaw, 1989). Lastly, external variables 

(EV) is defined as “the explicitly included factors in the model that have an expected impact on BI 

and BU through the meditation of PU and PEOU” (Davis et al, 1989). EV are not specified and 

can be added if needed. EV may include “training”, “enjoyment” “support for technology”, etc. 

(Agarwal, Sambamurthy, & Ralph, 2000). 

 

According to Davis (1989), TAM measures the acceptance of technology of a person by 

considering three specific aspects. The first two relate to the technology performance/functioning 

and ease of use, whereas the third relates to the perceived benefits which an individual expects to 

gain from the use of that technology. TAM signifies that considering all other factors constant, ease 

of using technology is directly correlated with ‘reuse’. The purpose of TAM was to predict the 

intention of a specific person towards the acceptance or rejection of a specific technology. It has 

been applied to check the user intention towards e-mail, graphics (Karahanna & Straub, 1999), 

spreadsheets (Venkatesh & Davis, 1996), e-health (Lanseng & Andreassen, 2007), usage of 

personal computers (Igbaria & Iivari, 1995) and marketing (Gentry & Calantone, 2002), to name a 

few studies. The evolving ability of TAM to assess acceptance has led to its extensive use in 

different contexts.  

 

Figure 6.5 Technology Acceptance Model (Davis et al., 1989) 
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Regardless of its vast popularity and use, TAM has a significant limitation reported by Davis 

(1993), i.e. “self-reported usage”. Self-reported usage is related to the common method bias, which 

alters and overstates the causal relationship between dependent and independent variables. 

Additionally, TAM is unable to explain the causes behind some of the results. As TAM does not 

take into account the effect of contextual factors, (i.e. individual, social, and cultural influences) 

on the acceptance of technology; hence its ability to explain the variance of behaviour intention is 

not very reliable. TAM also ignores the design process leading to the defined acceptance behaviour 

(Venkatesh and Davis, 1996; Venkatesh and Davis, 2000). 

6.2.6. TAM 2 or Revised TAM  

Venkatesh and Davis proposed a model (2000) to overcome the limitations of the original TAM, 

and named the model TAM2, the “Revised Technology Acceptance Model”. The objective of the 

study was to keep the original constructs of TAM, yet in order to overcome its short-comings, they 

added constructs to measure the acceptance when the user experiences change (Venkatesh & Davis, 

2000). To do so, they included consideration of “Subjective Norms (SN)” from TRA, which was 

omitted in TAM in order to address the impact of social influence on the behaviour. TAM2 also 

used constructs of DOI.  

 

 

The add-on in TAM was described as “social influence processing factors” and “cognitive 

instrumental processing factors” (see Figure 6.6). “Social influence process” comprises of 

Figure 6.6 TAM2 (Venkatesh & Davis 2000) 
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“Subjective Norms (SN)”, “Image (IMG)”, “Experience (EXP)” and “Voluntariness (VOL)”. 

Venkatesh and Davis stated that social influence has a direct influence on the acceptance and 

rejection decision of the individual. Furthermore, they defined SN as the influence of other people 

on the acceptance or rejection decision (Fishbein & Ajzen, 1975). VOL is stated as the extent to 

which potential adopters believe that the decision to adopt is not a mandatory decision (Venkatesh 

& Davis, 2000). IMG is taken from DOI factors and relates to the degree to which use of an 

innovation is believed to improve a person’s status in his/her social system (Moore & Benbasat, 

1991). SN has an influence on IMG because exhibiting a certain behaviour in a group will improve 

the status among the group members. EXP is related to the familiarity towards a specific system. 

EXP decreases the relation of Subjective Norms on Perceived Usefulness and Behavioural 

Intention (Venkatesh & Davis, 2000). The second addition in TAM was the inclusion of cognitive 

instrumental processes that take into account the usefulness and relevance of technology in order 

to perform a specific job. This factor comprises of Job Relevance (JR), Output Quality (OQ), Result 

Demonstrability (RD), and Perceived Ease of Use (PEOU) (Venkatesh & Davis, 2000). Job 

Relevance (JR) is similar to the complexity variable in DOI, and is defined as an individual’s belief 

regarding how much the target system is relevant to his/her job (Venkatesh & Davis, 2000). Output 

Quality (OQ), as the name implies, is related to whether a system can achieve its designed 

objectives or not. OQ has a direct relation with Perceived Usefulness (PU)” (Venkatesh & Davis, 

2000). Result Demonstrability (RD) is the tangibility of the results of using innovations. The results 

of the validation showed that TAM2 was able to explicate more variance than TAM i.e. TAM 

explained 40% whereas TAM2 explained 53% variance (Venkatesh & Davis, 2000). TAM2 was 

able to explain more variance than TAM, but it still has the short-comings of the original model, 

i.e. self-reported usage and common method bias. Also, there is an assumption in TAM2 that 

voluntariness is the key decision maker to perform an action, as a result, it overlooks the impact of 

other factors, e.g. unconscious habits, limitation of time, experience, skills and environmental 

factors. Perceived Usefulness (PU) is another TAM2 limitation, because it assumes that PU is only 

impacted by external factors. 
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6.2.7. Augmented Technology Acceptance Model (A-TAM) 

Another attempt to overcome the short-comings of the TAM was made by Taylor and Todd 

(1995a), who proposed Augmented TAM (A-TAM). A-TAM is a mixture of TPB and TAM. The 

constructs of A-TAM include: Perceived Usefulness (PU), Attitude (A), Perceived Ease of Use 

(PEOU), Subjective Norms (SN), Perceived Behavioural Control (PBC), Behavioural Intention 

(BI) and Use Behaviour (UB). A definition of all A-TAM constructs is mentioned in the discussion 

of TAM and TPB. The relationship of the constructs is shown in Figure 6.7.  

The objective of Taylor and Todd to combine both models was to overcome the major issues related 

to constructs of Perceived Behavioural Control (PBC) in Theory of Planned Behaviour (TPB) and 

Subjective Norms (SN) in TAM, which hinders the true prediction of IT behaviour. Authors 

reported that by combining two models, results helped them differentiate the behaviour according 

to the experience level of users which helped them predict the behaviour of a user before 

experiencing the technology. The shortcomings of A-TAM are that this study was tested on 

students, and the results differ if applied in organisations and/or the wider society. Also, the 

demographic variables were neglected in the model, which can have a significant impact on the 

experience.  

 

Furthermore, the scale of study i.e. to measure experience, was dichotomous, i.e. lacks in 

generalisation of study, when users advance from being a learner, to being an expert, of a certain 

technology. 

Figure 6.7 Augmented TAM A-TAM (Taylor and Todd 1995a) 
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6.2.8. Unified Theory of Acceptance and Use of Technology (UTAUT) 

In an effort to overcome the variance that remained unexplained by TAM, TAM2, Venkatesh, 

Morris, Davis and Davis (2003) combined the eight base models of technology acceptance and 

proposed a new model; Unified Theory of Acceptance and Use of Technology (UTAUT). After 

the detailed review of the previous models of the technology acceptance, Venkatesh, et al., (2003) 

added four new major constructs in the model. The first two constructs are similar to TAM’s PU 

and PEOU, i.e. Performance Expectancy (PE) and Effort Expectancy (EE) respectively. The third 

is taken from SN of TRA, i.e. Social Influence (SI). The last is taken from the TPB construct in 

PBC, i.e. Facilitating Conditions (FC). The factors are influencing the BI and/or Use behaviour 

(UB) of technology (see Figure 8). Age, experience, gender and voluntariness of use (VOL) were 

also added as variables moderating the relationship between independent variables (PE, EE, SI and 

FC) and dependent variables (BI and UB) (see Figure 6.8).  

 

Performance Expectancy (PE) is defined as the degree to which the individuals perceive that the 

usage of technologies will lead to performance gains” (Venkatesh, Morris, Davis, & Davis, 2003). 

PE was identified as the strongest determinant amongst UTAUT constructs. PE is moderated by 

age and gender, and it was found that younger people have a strong impact on PE. 

Figure 6.8 Unified Theory of Acceptance and Use of Technology (Venkatesh, et al. 2003) 
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Effort Expectancy (EE) is the extent to which an individual believes that a system will be easy to 

use. Age, gender, and experience were found to have a moderating impact on EE. EE has a stronger 

impact on BI among young females with early experience. 

 

Social Influence (SI) is the degree to which an individual perceives that others believe that they 

should use the technologies. Age, gender, experience and voluntariness moderate the relationship 

between SI and BI. 

 

Facilitating Conditions (FC) is the extent to which an individual perceives that organisational and 

technical resources are available to facilitate the usage of the system. It was found that FC did not 

have a direct relation with BI, but with the moderation of experience and age, FC directly influences 

the use behaviour (UB).  

 

UTAUT has been applied in many longitudinal studies to measure technology acceptance. The 

model is capable of predicting higher variance than previous models. According to Venkatesh et 

al. (2003), UTAUT was able to explain 56% variance in BI and 40% variance in UB. However, it 

has been argued that variance in behaviour explained by UTAUT is very much dependant on the 

moderating variable, without the moderator, the model is less parsimonious than TAM and TAM2 

(Van Raaij & Schepers, 2008). Also, Venkatesh, Thong and Xu (2012) mentioned that despite the 

application of the UTAUT model in different contextual settings, there is still a need to investigate 

the factors influencing technological use in the context of consumers.  

6.2.9. Extended Unified Theory of Acceptance and Use of Technology 

(UTAUT2) 

In 2012 Venkatesh, Thong and Xu proposed an extension to UTAUT, in order to account for the 

silent factors that play a role in determining IT acceptance. They made three changes: firstly they 

identified the factor of consumer acceptance and use of technology; secondly, they changed some 

relations in UTAUT; and lastly, they created new relations. The first change was made by 

introducing three new constructs: i) Hedonic Motivation (HM), an important factor in consumer 

behaviour studies; ii) Cost, the most important factor in consumer context accounted for by 

introducing Price Value (PV); and iii) Habit (HT), which is also an important predictor of consumer 
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behaviour. In the modifications of relationship, HT has a direct effect on UB and/or increases or 

decreases the strength of relation of BI and UB of technology. VOL was dropped as a moderator 

in the UTAUT2, and the moderated effect of age, gender and experience is proposed for the three 

new introduced constructs (see Figure 6.9). 

 

 

Venkatesh, Thong and Xu (2012) defined the constructs of UTAUT2 as: Performance Expectancy 

(PE), which refers to the extent to which using a technology will be beneficial to consumers while 

performing certain activities; Effort Expectancy (EE), which is the extent of ease associated with 

consumer’s technology usage; Social Influence (SI), which is the degree to which consumers 

believe that important others (e.g., family and friends) believe they should use a specific 

technology; Facilitating Conditions (FC), which are related to the perceptions of consumers about 

the support and resources available to perform a behaviour; Hedonic Motivation (HM), which is 

defined as the pleasure or fun derived from usage of a technology. HM plays a significant role in 

Figure 6.9 UTAUT2 (Venkatesh, Thong, & Xu, 2012) 
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determining technology acceptance and use (Brown & Venkatesh, 2005); Price Value (PV), which 

is consumers’ cognitive trade-off between the financial cost of using technology and the perceived 

benefits of that technology (Dodds, Monroe, & Grewal, 1991). The PV is positive if the perceived 

benefits are greater than the cost/price of technology, as a result BI will be positively affected by 

PV (Venkatesh, Thong, & Xu, 2012); Habit (HT), which is referred to as the degree to which people 

have a tendency to perform certain behaviours automatically due to learning (Limayem, Hirt, & 

Cheung, 2007), while (Kim & Malhotra, 2005) equate habit with automaticity. 

 

By adding the three new constructs (considering the consumer perspective), the new model 

explained 74% variance in BI and 52% variance in UB. It is mentioned, in the literature, that models 

with fewer variables, and more explanatory powers, are better when applied. In contrast to that 

Venkatesh (2003) said that if the underlying concept of the theory is explained, the parsimony can 

be ignored. The balance of consideration of both (i.e. parsimony and the understanding of the 

concept) during the investigation, is deemed important (Taylor & Todd, 1995a). In our discussion, 

the shortcomings of all models have been described in detail. The extended model of UTAUT2 is 

based on UTAUT, which was formulated by combining the eight previous models of technology 

acceptance. The explanatory power among the eight models varies from 17%-53% (Venkatesh, 

Morris, Davis, & Davis, 2003), whereas UTAUT alone was able to explain 56% of the variance in 

BI and 40% variance in UB. The UTAUT2 model surpasses predecessors, by explaining 74% 

variance in BI and 52% in UB. Considering all the models of technology acceptance described, 

UTAUT2 not only covers the majority of the basic concepts in the other models, but also is the 

closest when it comes to generalising the technology acceptance models to date. The role of the e-

learning student, i.e. as the user of e-learning devices, is the same as that of a consumer of a certain 

device/technology. UTAUT2 is specifically customised to study the consumer’s acceptance and 

use of technology.  UTAUT2 has not yet been applied for students of higher education institutes, 

when using e-learning devices in Pakistan. Hence, I will be using the constructs of UTAUT2 within 

this study.  
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6.3. Culture and Technology Acceptance 

Literature suggests that a technological solution is not enough when the acceptance of e-learning 

devices is under consideration; but that other important factors must be taken into account such as 

behavioural and cultural factors (Masoumi, 2010), e.g. individual factors (Liaw, 2008) and social 

factors (Schepers and Wetzels, 2007). Chapter 5 highlighted that culture plays a significant role in 

determining the attitudes, behaviour and exhibiting behaviour. Researchers have also been working 

to find out the causes of failure of technology acceptance due to cultural differences (Straub, Keil, 

& Brenner, 1997; Alsajjan & Dennis, 2010). There are a number of studies that applied different 

concepts of culture to check the technology acceptance: 

 Venkatesh, Morris, Sykes, and Ackerman (2004) used TPB under the consideration of 

masculinity-femininity to study the individual differences when explaining the impact of 

culture on technology acceptance, however, all the dimensions of Hofstede culture were not 

considered.  

 Hasan (1999) looked at three different cultural settings, i.e. Africa, Middle East and Australia 

across ten organisations, to check the variance in acceptance of technology due to different 

cultural orientations.  

 Straub et al. (1997) applied Hofstede national culture dimensions to check the acceptance 

variance in context of the US, Switzerland, and Japan.  

 

Studies measuring the technology acceptance on the basis of the cultural differences have been 

conducted on a national level. However, traditionally the dimension of Hofstede cannot be applied 

at the individual level (see Chapter 5, Sections 5.3.2 & 5.5). The current study aims to explain 

culture at the individual level, using CVSCALE model. Also, demographic variables are affected 

by culture and it was also mentioned in the studies measuring technology acceptance based on 

cultural differences that culture is a broader umbrella which influences age (Nelson, 2004), gender 

(Sen, 2004) and experience (Baptista & Oliveira, 2015). Tarhini et al. (2017) and Baptista and 

Oliveira (2015) have ignored the demographic moderators while applying cultural dimensions to 

explain the role of culture in determining technology acceptance. Similarly, technology acceptance 

will be checked based on cultural orientation at the individual level, so the demographic moderators 

will not be considered in this study.  
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As for Use Behaviour, the main objective of use behaviour is to check the pre and post usage 

behaviour of respondents (Venkatesh, Thong, & Xu, 2012). Also, Baptista and Oliveira (2015) 

mentioned in their findings that the relation of BI and UB was not found to be significant, and in 

order to check UB, new constructs should be added to the model (i.e. risk, trust). This study is not 

measuring the pre and post usage acceptance of the respondents, as the respondents were 

approached one time for data collection. Accordingly, UB was dropped from this study.  

 

The main aim of the study is to critically analyse the factors leading to e-learning student’s 

behavioural intention towards the two preferred devices; i.e. Laptop and Mobile; based upon their 

individual culture orientation based clusters. As a result, the model used for the study is shown in 

Figure 6.10. 

 

The model will be used to check the difference in technology acceptance, i.e. e-learning device 

data for 518 students. Participants data was separated on the basis of the individual cultural 

segmentation (see Chapter 5, Section 5.7.3). The difference in technology acceptance of each 

cluster can be determined by the number/name of significant predictors of the BI. If the result 

shows that the technology acceptance differs across clusters for both devices, i.e. different 

predictors become significant across different clusters for the two devices (i.e. Laptop and Mobile), 

this will prove that e-learning student’s individual culture does have an impact on his/her 

Figure 6.10 UTAUT2 Framework for Study (Source: Venkatesh, Thong, & Xu, 2012) 
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technology acceptance towards the preferred device(s). If the results of technology acceptance 

across the three clusters do not show any difference in prediction of BI, then there is no role of 

culture at the individual level in student e-learning device technology acceptance. 

 

6.4. Method 

The method used for this experiment was similar to the previous two experiments performed in 

Chapter 4 and Chapter 5. A total of 560 responses were gathered from the students (for details see 

Sections 4.8 and 5.5). Responses were gathered on a 5 point Likert scale. “1” being “Strongly 

Disagree” to “5” being “Strongly Agree”. Data was collected concerning UTAUT2 constructs, i.e. 

26 questions were asked for both Mobile and Laptop (See Appendix C). The data was then sorted 

into three groups based on the individual culture based segmentation performed in the previous 

experiment (See Section 5.6 and 5.7). After removing outliers and missing values, 518 responses 

were used for data analysis. 

 

6.5. Data Analysis 

The data was analysed using SPSS 20 and AMOS 22. SPSS was used for preliminary data analysis 

i.e. EFA and Reliability. After that, SEM was performed using AMOS. In SEM, CFA was 

performed to validate the constructs of the adopted UTATU2 model, and regression was performed 

to find the significant relations between independent and dependent variables. The results of 

Chapter 5 have already shown that two devices are preferred within the three clusters of e-learning 

students; based on their individual culture orientation (see Chapter 5, Section 5.7.4). Accordingly, 

in the technology acceptance model, data for the two preferred devices, i.e. Laptop and Mobile will 

be analysed in more detail (Appendix C). A full description of respondents’ profile is provided in 

Chapter 4 (see Section 4.9.1).  

 

6.5.1. Reliability 

Cronbach Alpha is the measure to check the reliability of the data. The minimum threshold value 

of Cronbach Alpha is 0.70. Cronbach’s Alpha of all eight factors of adopted UTAUT2 for both 
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laptop and mobile was greater than 0.70 (Nunnally & Bernstein, 1994). Thus, proving the reliability 

of the data for both devices (see Table 6.1). 

 

Table 6.1 Reliability Laptop and Mobile 

  Cronbach’s Alpha 

Factors No. Items Laptop Mobile 

Performance Expectancy (PE) 3 .965 .963 

Effort Expectancy (EE) 4 .970 .957 

Social Influence (SI) 3 .966 .926 

Facilitating Conditions (FC) 4 .973 .963 

Hedonic Motivation (HM) 3 .959 .965 

Price Value (PV) 3 .929 .957 

Habit (HT) 3 .910 .968 

Behavioural Intention (BI) 3 .935 .945 

 

6.5.2. Factor Analysis 

Technology acceptance for two devices is under observation. Hence data on two devices i.e. Laptop 

and Mobile, was collected using constructs of adopted UTAUT2. After checking the reliability of 

both devices, factor analysis was performed. Factor analysis must be conducted before performing 

further steps of analysis, to explore and then confirm the items for each of the UTAUT2 model 

constructs. Firstly, exploratory factor analysis (EFA) is performed. This shows the number of 

possible factors that best represent the data (Hair et al., 2010). Secondly, confirmatory factory 

analysis (CFA) was performed, which confirms if the extracted factors of the variables match the 

theoretical model. Structural equation modeling (SEM) is used for CFA. 

 

Exploratory Factor Analysis 

Exploratory factor analysis helps screen out the problematic items within the questionnaire, in this 

study, items belong to seven independent and one dependent variable of the adopted UTAUT2 

model. The most common measure of the EFA is the Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy with Varimax rotation (for details see, Chapter 5, Section 5.7.2). 



144 

 

The cumulative variance of the eight factors for Laptop was 86.8% and for mobile was 87.3%, and 

eigenvalues of all extracted factors for both devices were above 1. Communalities are initially at 

1, if the communality for a certain variable is high (i.e. communality value is closer to 1), this 

implies that the extracted factors account for a large proportion of the variable’s variance. The 

communalities for all 26 items, for both devices, were higher than 0.7, most being higher than 0.8. 

 

Kaiser Meyer Olkin (KMO); a measure of sampling adequacy shows the acceptability of sample 

value above 0.5 is acceptable, in the case of the laptop it was 0.846 and for the mobile, it was 0.838. 

Thus, proving the adequacy of the sample for both devices. Bartlett’s test sig < 0.05 is required for 

both laptop and mobile as results were less than 0.001. Both of the tests showed that chosen items 

for each variable are correlated, and the questionnaire is adequate according to the respondent’s 

responses (see in Table 6.2).  

 

Table 6.2 KMO and Bartlett’s Test (Laptop and Mobile) 

Measures Laptop Mobile 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .846 .838 

Bartlett’s Test of Sphericity Approx. Chi-Square 15539.127 15470.048 

Df 325 325 

Sig. .000 .000 

 

Another measure for checking the factor analysis is the factor loading mentioned in the Rotated 

Component Matrix in factor analysis output. According to Hair et al. (2010), researchers should 

carefully look at the factor matrix for cross loading items. Items that are loading to another factor, 

with the loading of less than 0.5 should be removed, and the researcher should start the factor 

analysis. However, factor loading for both devices was above 0.5 and all 26 items were loading in 

the eight respective factors according to the original questionnaire of UTAUT2 (see Table 6.3). 

Hence the items for each extracted factor is represented according to the original UTAUT2 model, 

and consequently, this shows that the factor analysis is reliable. There are 26 items of UTAUT2 

and for 26-items eight factors were extracted for both devices in the rotated component matrix 

(Table 6.3). 
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Table 6.3 Factor Loading, Maximum Likelihood Extraction (Laptop, Mobile) 

Items  Laptop Factors Mobile Factors 
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 

PE Q1    .945        .957     

PE Q2    .945        .922     

PE Q3    .939        .928     

EE Q1  .940        .962       

EE Q2  .912        .933       

EE Q3  .924        .932       

EE Q4  .915        .842       

SI Q1   .946             .877 

SI Q2   .935             .866 

SI Q3   .916             .883 

FC Q1 .933        .932        

FC Q2 .912        .914        

FC Q3 .928        .921        

FC Q4 .897        .922        

HM 

Q1 

    .920        .910    

HM 

Q2 

    .950        .923    

HM 

Q3 

    .934        .894    

PV Q1      .813        .925   

PV Q2      .843        .918   

PV Q3      .915        .933   

HT Q1        .825   .923      

HT Q2        .862   .916      

HT Q3        .826   .939      

BI Q1       .852        .835  

BI Q2       .808        .833  

BI Q3       .857        .892  

 

Confirmatory Factor Analysis 

Confirmatory factor analysis is the second factor analysis step, i.e. where factors explored in EFA 

are confirmed. It is also known as construct validity and reliability. Confirmatory Factor Analysis 

(CFA) was performed using AMOS. Here the values of CFA for UTAUT2 are mentioned. For 

further details of the CFA, and the related concepts see Factor Analysis in Chapter 5. Reliability in 

CFA is measured through composite reliability (CR), which shows internal consistency amongst 

all the constructs used in CFA to measure a single construct (Fornell & Larcker, 1981). The 

threshold value of CR for each factor should be greater than 0.7. Composite reliability for the eight 
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constructs for laptop and mobile were above 0.9, thus confirming construct reliability (see Tables 

6.4 and 6.5). 

 

Construct validity is measured using two approaches convergent and discriminant validity 

(Campbell & Fiske, 1959). The suggested Average Variance Extracted (AVE) threshold value is 

0.5 (Igbaria & Iivari, 1995). AVE for all eight constructs for both devices is greater than 0.5 (see 

Tables 6.4 and 6.5); thus, verifying the convergent validity. Another measure of construct validity 

is discriminant validity, which signifies the distinction amongst the different constructs used to 

measure different traits (Carmines & Zeller, 1979). The discriminant validity item level is 

established if Maximum Shared Variance (MSV) is less than Average Variance Extracted (AVE) 

(Hair, Black, Babin, & Anderson, 2010). MSV of eight constructs for both laptop and mobile is 

less than AVE (see Tables 6.4 and 6.5), proving discriminant validity. The statistical threshold of 

discriminant validity at construct level for both devices is met (see Tables 6.4 and 6.5). For details 

of discriminant validity (see Chapter 5, Section 5.7.2 CFA). 

 

Table 6.4 Convergent and Discriminant Validity (Laptop) 

Constructs CR AVE MSV HT EE FC PV BI PE SI HM 

HT 0.911 0.774 0.277 0.880               

EE 0.970 0.890 0.093 0.144 0.943             

FC 0.973 0.899 0.145 0.243 0.305 0.948           

PV 0.930 0.816 0.127 0.312 0.275 0.260 0.903         

BI 0.936 0.829 0.277 0.526 0.245 0.381 0.356 0.911       

PE 0.965 0.903 0.021 -0.084 -0.049 -0.128 -0.144 -0.123 0.950     

SI 0.967 0.906 0.089 -0.159 -0.169 -0.066 -0.299 -0.155 0.117 0.952   

HM 0.959 0.887 0.021 -0.091 -0.036 -0.146 -0.031 -0.083 0.108 -0.134 0.942 
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Figure 6.11: Measurement Model for Laptop 
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Table 6.5 Convergent and Discriminant Validity (Mobile) 

Constructs CR AVE MSV HM EE FC PV BI PE SI HT 

HM 0.965 0.902 0.162 0.950               

EE 0.958 0.852 0.017 0.131 0.923             

FC 0.964 0.869 0.049 0.176 0.131 0.932           

PV 0.957 0.882 0.092 0.156 -0.038 0.126 0.939         

BI 0.947 0.856 0.215 0.403 0.120 0.115 0.304 0.925       

PE 0.964 0.899 0.060 0.244 0.082 0.070 0.072 0.209 0.948     

SI 0.926 0.807 0.092 0.304 0.063 0.221 0.122 0.251 0.155 0.898   

HT 0.969 0.912 0.215 0.209 0.031 0.070 0.146 0.464 0.124 0.169 0.955 

 

 

Figure 6.12: Measurement Model for Mobile  
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Goodness of fit is the last measure required to complete CFA. Goodness of fit checks how well the 

data correlates with the model. The threshold details are explained in Chapter 5 (see section 5.7.2). 

The values of both devices (i.e. laptop and mobile) are mentioned in Table 6.6. Looking at the 

threshold value, it is evident that we have achieved a good fit thus confirming the CFA. 

 

Table 6.6 Model Fit Values (Laptop and Mobile) 

Measures Laptop 

Values  

Mobile 

Values 

Threshold 

CMIN/DF  1.799 1.250 < 3 good 

CFI (Comparative Fix Index) 0.986 0.996 > 0.90  

AGFI (Adjusted Goodness of Fit Index) 0.911 0.940 > 0.80 

SRMR (Standardised Root Mean 

Square Residual) 

0.02 0.018 < 0.09 

RMSEA (Root Mean Square Error of 

Approximation) 

0.039 0.022 < 0.05 good, 0.05 – 

0.10 moderate 

 

6.5.3. Cluster Wise Technology Acceptance 

After confirming the construct reliability and validity, the next step is to check the relationship 

between dependent and independent variables. As mentioned in Chapter 5, the data was categorised 

on the basis of three significant individual culture based clusters, identified in chapter 5. UTAUT2 

data was also sorted on the basis of cluster membership of the respondents and the results for each 

cluster was analysed separately. Based on the measures mentioned above in CFA, the model fit, 

for each cluster and both devices, was checked using regression testing. 

 

For analysing cluster based technology acceptance, first goodness of each cluster is checked and 

then regression performed. The measure of model fit is used as earlier in the CFA, however, 

Standardised Root Mean Square Residual (SRMR) cannot be applied as it is based on the members 

of each cluster, because it is positively biased by the number of responses, as usually a small sample 

would increase the SRMR (Hu & Bentler, 1999; Hooper, Coughlan, & Mullen, 2008). Similarly, 

the Adjusted Goodness of Fit Index (AGFI) measure can also be neglected here since it varies due 
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to the sample size. Thus, it can be neglected to achieve a good fit (Sharma, Mukherjee, Kumar, & 

Dillon, 2005). In this case, Face to face cluster comprised of 146 respondents, Mobile cluster 

comprised of 175 respondents, and Laptop cluster comprised of 197 respondents. AGFI for overall 

data (i.e. 518) was 0.911 and 0.94 for laptop and mobile respectively. The value of AGFI for each 

cluster was less than 0.9, which is above the threshold of 0.7; so, we can still report a good fit for 

the overall data set neglecting the AGFI values for each of the clusters. All other measures are 

within defined thresholds.  

 

Face to Face Cluster 

Goodness of fit 

As mentioned above goodness of fit is necessary to move further in SEM. Face to face cluster 

consists of participants who are high in Power Distance and high in Masculinity (for detail see 

section 5.7.3). Respondents who belong to this segment are likely to be assertive, results oriented 

and expect and accept the distance of power amongst different power levels. For the Face to face 

cluster, goodness of fit values are as follows: Laptop: CMIN/DF is 2.001, CFI is 0.926, AGFI is 

0.731 and RMSEA is 0.08; Mobile: CMIN/DF is 1.015, CFI is 0.999, AGFI is 0.803 and RMSEA 

is 0.01. Figures were in acceptable range, thus proving a good fit for both devices. 

 

Regression – Laptop 

Structural model used for determining regression for Face to Face Cluster is available in Appendix 

D – Figure D1. Table 6.7 shows the regression results of Face to face cluster for laptop. The 

estimates and the level of significance of independent variables (IV), i.e. predictors on the 

dependent variable (DV) is mentioned. For the relations of IV, i.e. PE, EE, SI, FC, HT, HM, PV 

on DV, it is required that the level of significance, or P-Value, should be less than 0.05. The 

highlighted relationships have a P value less than 0.05, which signifies that their relation with BI 

has a confidence level of above 95%. For Social influence (SI), Habit (HT) and Facilitating 

Conditions (FC). “***” means that P value is <0.0001. Estimates mean that “1” unit change in IV 

will lead to the “x” unit change in the DV. For the Face to face cluster’s laptop acceptance, Social 

influence has an estimate of 0.327, HT has an estimate of 0.170, and FC has an estimate of 0.404. 

All other relationships were not found to be significant, i.e. impacting behavioural intention. This 

means that for Laptop acceptance of the Face to face cluster, SI, HT and FC are statistically 
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significant and therefore determine the Behavioural intention towards the Face to face cluster use 

of Laptops. 

Table 6.7 Regression Face to face cluster – Laptop 

Relationship Estimates Sig (P) 

Behavioural Intention (BI)  Performance Expectancy (PE) 0.015 0.843 

Behavioural Intention (BI)  Social Influence (SI) 0.327 *** 

Behavioural Intention (BI)  Hedonic Motivation (HM) 0.036 0.625 

Behavioural Intention (BI)  Habit (HT) 0.170 0.038 

Behavioural Intention (BI)  Effort Expectancy (EE) -0.034 0.645 

Behavioural Intention (BI)  Facilitating Conditions (FC) 0.404 *** 

Behavioural Intention (BI)  Price Value (PV) 0.021 0.782 

 

Regression – Mobile 

For Face to face cluster, Mobile acceptance is determined through HT only, which has a P-value 

of 0.003 (<0.05), and an estimate value of 0.246 (see Table 6.8). All other relationships were not 

found to be significant, i.e. has a significant impact on student behavioural intention. This means 

that for Mobile acceptance of the Face to face cluster HT is impacting the BI towards the use of 

Laptops. Structural model used for determining regression for Face to Face Cluster for Mobile 

device is available in Appendix D – Figure D2. 

Table 6.8 Regression Face to face cluster – Mobile 

Relationship Estimates Sig (P) 

Behavioural Intention (BI)  Performance Expectancy (PE) 0.104 0.217 

Behavioural Intention (BI)  Social Influence (SI) 0.103 0.229 

Behavioural Intention (BI)  Hedonic Motivation (HM) 0.022 0.789 

Behavioural Intention (BI)  Habit (HT) 0.246 0.003 

Behavioural Intention (BI)  Effort Expectancy (EE) 0.079 0.347 

Behavioural Intention (BI)  Facilitating Conditions (FC) -0.069 0.412 

Behavioural Intention (BI)  Price Value (PV) -0.014 0.867 



152 

 

Mobile Cluster 

Goodness of Fit 

Mobile cluster students have a high level of Uncertainty Avoidance and low level of Power 

Distance (for details see Chapter 5 section 5.7.3). This shows that Mobile cluster participants 

believe in a lot of rules and structure to avoid uncertainty. However, they do not expect and accept 

any power distance. For the Mobile cluster, goodness of fit values are as follows, for Laptop: 

CMIN/DF is 1.387, CFI is 0.975, AGFI 0.826 and RMSEA is 0.047; for Mobile: CMIN/DF is 

1.616, CFI is 0.951, AGFI is 0.848 and RMSEA is 0.059. Results are within the expected range 

confirming the goodness of fit for both devices. 

 

Regression – Laptop 

Table 6.9 shows the regression results of Mobile cluster for laptop. HM, HT, FC and PV were 

found to significantly impact the BI. Whereas structural model used for determining regression for 

Mobile Cluster for Laptop device is available in Appendix D – Figure D3. All other relationships 

were found not to have a significant impact on the BI. This means that, for Laptop acceptance of 

the Mobile cluster, only the highlighted variables will determine the BI towards the Laptop. 

 

Table 6.9 Regression Mobile cluster – Laptop 

Relationship Estimates Sig (P) 

Behavioural Intention (BI)  Performance Expectancy (PE) 0.002 0.972 

Behavioural Intention (BI)  Social Influence (SI) 0.028 0.687 

Behavioural Intention (BI)  Hedonic Motivation (HM) 0.156 0.038 

Behavioural Intention (BI)  Habit (HT) 0.268 0.002 

Behavioural Intention (BI)  Effort Expectancy (EE) 0.031 0.657 

Behavioural Intention (BI)  Facilitating Conditions (FC) 0.153 0.031 

Behavioural Intention (BI)  Price Value (PV) 0.291 *** 
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Regression – Mobile 

For Mobile cluster Mobile five out of the seven independent variables were found to be significant 

on mobile acceptance (see Table 6.10). PE has an estimate of 0.142 with a P-value of 0.035. SI has 

an estimate of 0.213, with P-value 0.017. HM has an estimate of 0.559 with a “***” P-value =< 

0.001. HT has an estimate of 0.16, with a P-value 0.015. PV has an estimate of 0.163 with a P-

value of 0.013. EE and FC were found not to have a significant impact on the BI. This means that 

for Mobile acceptance of Mobile cluster PE, SI, HM, HT and PV will determine the BI towards 

the Mobile. Structural model used for determining regression for Mobile Cluster for Mobile device 

is available in Appendix D – Figure D4. 

 

Table 6.10 Regression Mobile cluster – Mobile 

Relationship Estimates Sig (P) 

Behavioural Intention (BI)  Performance Expectancy (PE) 0.142 0.035 

Behavioural Intention (BI)  Social Influence (SI) 0.213 0.017 

Behavioural Intention (BI)  Hedonic Motivation (HM) 0.559 *** 

Behavioural Intention (BI)  Habit (HT) 0.16 0.015 

Behavioural Intention (BI)  Effort Expectancy (EE) 0.019 0.773 

Behavioural Intention (BI)  Facilitating Conditions (FC) -0.025 0.708 

Behavioural Intention (BI)  Price Value (PV) 0.163 0.013 

 

Laptop Cluster 

Goodness of Fit 

The laptop cluster contains those with a low Uncertainty Avoidance, yet a high Collectivism and 

Long-term Orientation. These respondents have a belief in collective goals achieved in the long 

term. However, they are not convinced about the rules and structures of a system. For the Laptop 

cluster, goodness of fit values are as follows: Laptop CMIN/DF is 1.416, CFI is 0.974, AGFI is 

0.837, and RMSEA is 0.046; Mobile: CMIN/DF is 1.152, CFI is 0.992, AGFI is 0.868 and RMSEA 

is 0.028. Results for both devices are within acceptable range, thus confirming model fit. 
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Regression – Laptop 

For the Laptop cluster, Laptop there are three variables found to significantly impact BI. The first 

variable is PE, which has an estimate of 0.203, and a P-value of 0.007. Second variable is HM with 

an estimate of 0.194, and a P-value of 0.008 (see Table 6.11). The third and last significant variable 

for the Laptop cluster (Laptop), is HT with an estimate of 0.24 and significance of 0.001. For this 

cluster, laptop acceptance is determined by PE, HT and HM. Structural model used for determining 

regression for Laptop Cluster for Laptop device is available in Appendix D Figure – D5. 

 

Table 6.11 Regression Laptop cluster – Laptop 

Relationship Estimates Sig (P) 

Behavioural Intention (BI)  Performance Expectancy (PE) 0.203 0.007 

Behavioural Intention (BI)  Social Influence (SI) 0.029 0.702 

Behavioural Intention (BI)  Hedonic Motivation (HM) 0.194 0.008 

Behavioural Intention (BI)  Habit (HT) 0.24 0.001 

Behavioural Intention (BI)  Effort Expectancy (EE) 0.004 0.952 

Behavioural Intention (BI)  Facilitating Conditions (FC) 0.04 0.576 

Behavioural Intention (BI)  Price Value (PV) -0.041 0.567 

 

 

Regression – Mobile 

Table 6.12 shows the relation of the Laptop cluster (Mobile). Three out of the seven independent 

variables were found to be significant. HM with an estimate of 0.295 estimate was resulted in a 

“***” P-value, HT had an estimate of 0.365, with a P value “***” =<0.001, and PV with an 

estimate of 0.362, with a P-value “***” = <0.001. All other variables were not found to be 

significant. The structural model used for determining regression for Laptop Cluster for Mobile 

device is available in Appendix D Figure – D6. 
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Table 6.12 Regression Laptop cluster – Mobile 

Relationship Estimates Sig (P) 

Behavioural Intention (BI)  Performance Expectancy (PE) -0.051 0.395 

Behavioural Intention (BI)  Social Influence (SI) 0.029 0.636 

Behavioural Intention (BI)  Hedonic Motivation (HM) 0.295 *** 

Behavioural Intention (BI)  Habit (HT) 0.365 *** 

Behavioural Intention (BI)  Effort Expectancy (EE) 0.05 0.41 

Behavioural Intention (BI)  Facilitating Conditions (FC) -0.045 0.453 

Behavioural Intention (BI)  Price Value (PV) 0.362 *** 

 

6.6. Results and Discussion 

If the significant predictors for the three clusters are summarised across laptop and mobile (see 

Table 6.13), the results clearly illustrate that technology acceptance of Laptop and Mobile varies 

according to the individual culture orientation clusters. 

 

For all clusters, Habit (HT) is found to be positively impacting the Behavioural Intention (BI). This 

can be explained by the fact that we live in the technological era, and most students now have a 

laptop and/or mobile for communication, learning or entertainment purposes. This implies that, at 

the basic level, in order to improve technology acceptance, habit has to be inculcated in the students 

during their educational activities.  
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Table 6.13 Summary of Acceptance Results 

Technology Acceptance across three clusters for Laptop and Mobile 

  Laptop Mobile 

Face to face cluster 

Individual Culture 

orientation  

PD High 

Masculine  

Short-Term Oriented 

Device Preference  

Face to Face 

Significant Predictors Significant Predictors 

Habit Habit 

Social Influence   

Facilitating Conditions   

    

    

Mobile cluster 

Individual Culture 

orientation  

UA High 

PD low 

Long-Term Oriented 

Device Preference  

Mobile 

Hedonic Motivation Social Influence 

Habit Hedonic Motivation 

Facilitating Conditions Price Value 

Price Value Habit 

 Performance Expectancy 

   

Laptop cluster 

Ind. Culture orientation 

 UA Lowest 

Collectivist 

Long-Term Oriented 

Device Preference  

Laptop 

Performance Expectancy Hedonic Motivation 

Hedonic Motivation Habit 

Habit Price Value 

   

    

    

 

For Laptop acceptance of the Face to face cluster, Social Influence (SI) plays an important role in 

determining the Behavioural Intention (BI). This can also be explained by the fact that respondents 

of this cluster have a high power distance individual culture, so they are affected by the opinions 

of others, and aim to meet the expectations of both peers and university stakeholders. One more 

significant predictor for BI (Laptop) for the Face to face cluster is the Facilitating Conditions (FC), 

which means, if the technological infrastructure is not provided to this cluster, then their technology 

acceptance towards the laptop will decrease and could lead to dissatisfaction. This cluster preferred 

Face to Face learning over the use of a Mobile, Laptop and/or any other device (see Chapter 5, 

Table 5.10). So, this means that Face to face cluster participants do not prefer technology when it 

comes to choice; however, peer influence and use of infrastructure provided could be used to result 

in a positive behaviour concerning the use of specific device(s). 
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If we look at the Laptop acceptance of the Mobile cluster, it is interesting to see that for this cluster 

results show that Price Value (PV) is a strong predictor of cluster two participant acceptance. So, 

students in the cluster are conscious about the price of the laptop. We have to keep in mind that 

Mobile cluster students preferred the use of Mobile for HES indicators (see Chapter 5, Table 5.11). 

The Mobile cluster has high uncertainty avoidance, so students in this cluster try to avoid the 

uncertainty by all means. When it comes to buying a device, students in this cluster first look at the 

price of the product they are buying. Facilitating conditions (FC) and Hedonic Motivation (HM) 

are also significant for the Mobile cluster. Students belonging to the Mobile cluster believe in rules 

and structure (i.e. high UA) and are not commonly influenced by their peers (low PD), which 

directly explains why Social Influence was not significant here. However, since they prefer a 

device, i.e. Mobile, as opposed to students in the Face to face cluster who prefer face to face, their 

hedonic motivation towards laptop is significant. Mobile cluster students enjoy using devices 

preferring to use a mobile over and above use of a laptop. 

 

Lastly, laptop acceptance of the Laptop cluster, clearly shows that they not only enjoy (HM 

significant) using a laptop, but they also expect that by using laptop their performance will improve 

(PE significant). This explains why Laptop is their preferred device for HES indicators. These 

students would look for a device that can do powerful/flexible multi-tasking. Laptop cluster 

participants prefer a device which gives them the freedom to run what they want, where they want. 

Being collectivists, they would use a device that can collectively respond to maximum education 

related activities (all HES quality indicators). Laptop is the best fit for them. We can also deduce 

that their reason to not prefer mobile, is that it cannot be used for most of the quality indicators 

collectively. 

 

For the Face to face cluster, only Habit significant impacts mobile acceptance (already explained 

above). For the Mobile cluster, Mobile acceptance exhibits interesting results. Mobile is the 

preferred device for them, and we can see that students in this cluster enjoy the intrinsic motivation 

while using mobiles (HM significant). Students are, however, conscious of the price value, and are 

influenced by their peers when it comes to mobile (SI significant). For their preferred device, i.e. 

Mobile, their performance expectancy is significant. This means that they expect their performance 

for most of the HES quality indicators to be better if they are using their mobile. If we look at their 
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cultural orientation, the Mobile cluster students avoid uncertainty, hence they would automatically 

prefer a device which is low cost, and that is always available irrespective of the restrictions of 

time and space. 

 

Mobile acceptance of the Laptop cluster students is significantly impacted by HM. We can see that 

the Laptop cluster participants enjoy using a Mobile, however, they are conscious of the price value 

of Mobiles. This is because they prefer a laptop and expect it to be the device that most increases 

their performance; and therefore automatically price conscious towards the not ideal device, i.e. 

Mobile. 

 

Overall, we can see a trend that, in spite of different individual culture orientations, when it comes 

to the preferred device, Performance Expectancy, Habit and Hedonic Motivation are the three 

primary drivers. We can conclude that, in order to increase student satisfaction from a specific e-

learning device, these three variables must be considered as being of pivotal importance. It should 

also to be noted, that whenever Performance Expectancy is significant for a device, the device is 

the preferred device for the respective cluster (PE significant in the Mobile cluster for Mobile, and 

the Laptop cluster for Laptop). 

 

One proposed solution to increase student satisfaction towards e-learning by lowering their dropout 

rates, is to provide them the HES quality indicators according to their device preference based upon 

the individual cultural orientation. However, if we plan to switch the device preference of students 

belonging to a certain cluster, we must devise focused strategies to improve their perceptions of 

those variables which are significant in case of that cluster’s preferred device.  

 

Mobile cluster students prefer Mobile because of Social Influence (SI), Hedonic Motivation (HM), 

Habit (HT), Price Value (PV) and Performance Expectancy (PE) (which are the significant 

variables). Students with cultural orientation of Mobile cluster prefer to use mobiles because of 

these five variables. If we want the participants of Mobile cluster to switch towards Laptop, then 

we will have to develop transfer strategies to influence Social Influence (SI) and Performance 

Expectancy (PE) for Laptop perception (as the remaining three variables are already significant in 
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case of Laptop for the Mobile cluster). If we want them to switch to any other device, we will have 

to strategically manage the five significant variables mentioned. 

 

Participants of the Laptop cluster have preferred Laptop due to Performance Expectancy (PE), 

Hedonic Motivation (HM) and Habit (HT) (i.e. the three significant variables having an impact on 

Behavioural Intention (BI) to use Laptop). Students with cultural orientation of cluster 3 are 

preferring a device due to PE, HM and HT. If we want the participants of the Laptop cluster to 

switch towards Mobile, then we will have to implement those strategies which can improve their 

perception of Performance Expectancy (PE) for Mobile (as the remaining two variables are already 

significant in case of Mobile for the Laptop cluster). Similarly, if we want them to switch to any 

other device, we will have to strategically manage the Laptop cluster PE, HM and HT variables.  

 

Participants of the Face to face cluster have not preferred a device for most of the HES. If we want 

to make an effort in order to switch them from face to face towards a device, we can recommend 

improving their perceptions of Performance Expectancy (PE), Habit (HT) and Hedonic Motivation 

(HM) towards the target device. These three variables are common significant variables for the two 

different culturally oriented clusters for their respective preferred device (see Table 6.13). This 

might improve the chances of making students within the Face to face cluster switch towards the 

use of a device, as they will already exhibit a Habit (HT), which is seen as a significant variable 

for both Mobile and Laptop. 

 

6.7. Conclusion 

To conclude the results of this chapter, Table 6.13 clearly shows that the variation in the technology 

acceptance behaviour of the students is based on their individual culture orientation. Performance 

Expectancy, Habit and Hedonic Motivation are the three key drivers of the technology acceptance 

behaviour of the preferred devices. Specially, Performance Expectancy becomes a significant 

predictor of each cluster’s preferred device. 

 

However, if we plan to switch the device preference of students belonging to a certain cluster, i.e. 

from their preferred device to a different one, we must develop different ways to positively 

influence their perceptions of variables that are significant to that cluster’s preferred device. These 
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significant predictors represent those variables, which makes the students of a certain individual 

culture orientation prefer a specific device.  
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Chapter 7  

Conclusion and Future Research Avenues 

7.1. Chapter Overview 

This chapter provides a conclusion to the research findings of the study. It presents an overview of 

the conducted research and the reported results while performing the three research experiments 

across chapter 4, chapter 5 and chapter 6 respectively. A summarised evaluation of the Ph.D. 

research in a holistic manner is presented below.  

 

This chapter summarises how the researcher investigated the factors impacting technology 

acceptance, based on behavioural intention of a student towards e-learning device(s). This was 

done in order to explore and improve his/her experience with e-learning device(s), so that a better 

experience leads to higher retention rates for students in e-learning setups. The research aim and 

the related research questions were established in chapter 1. In chapter 2, based on the research 

aim, the research scope was identified, discussed in detail and justified, in context of a review of 

relevant literature, leading to the formulation of the three research questions. This chapter also led 

to the formulation of the TIPEC framework concerning the implementation barriers of e-learning. 

Next, chapter 3 discussed the research methodology justification, according to the research 

questions identified in the literate chapter (i.e. Chapter 2). In chapter 4, the researcher explored the 

first research question i.e. Is a student willing to switch to e-learning from a Traditional i.e. face 

to face setup at higher education institutes? If yes, then does (s)he prefer a single device for all 

higher education services? The researcher found out that students may be willing to switch from 

face-to-face format to an e-learning one for certain services, but students do not consistently prefer 

the same devices. Laptop and Mobile were the most preferred devices based upon statistical 

averages. In chapter 5, the second research question was explored i.e. Does e-learning student’s 

individual culture impact his/her device preference across the higher education services? the role 

of student’s culture at an individual level was focused upon in an e-learning student’s device 

preference when receiving the higher education services. This led to the creation of three individual 

culture based clusters which preferred to receive higher education services via respectively face to 
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face format (the Face to face cluster), Mobile (the Mobile cluster) and Laptop (the Laptop cluster). 

This proved that if we ignore the individual culture orientation of the students, we risk providing 

students with higher education services on devices that they do not prefer. As a result, students will 

not be satisfied and the retention would deteriorate. Chapter 6 explored the third research question, 

i.e. Does e-learning student’s individual culture impact his/her technology acceptance towards the 

preferred device(s)? quantitative investigation was done on the role of e-learning student’s 

individual culture orientation in the factors leading to his/her technology acceptance of the two 

most preferred devices, i.e. Laptop and Mobile. Finally, in this chapter, we summarise the research 

outcomes and discuss the contributions of this study. Lastly, future recommendations based on the 

findings are also mentioned. 

 

7.2. Research Overview 

This section will provide an overview of each of the seven chapters of this thesis and the steps that 

were taken to fulfil the research aims and objectives. 

 

Chapter 1 discusses the research motivation and the scope of the research problem. The research 

background and motivation of this research was explained. The research aim and objectives are set 

out, which are implemented in all chapters of this Ph.D. thesis. 

 

Chapter 2 explores the published literature in the context of the research aim. This includes the 

literature regarding education and its role in the society, e-learning and its applications, 

implementation barriers of e-learning, different technologies being used in e-learning, selected case 

studies about e-learning implementation in different countries and the role of culture related to 

technology acceptance. After the discussion about the societal role of education, a comparison was 

drawn between traditional education and e-learning. Benefits of e-learning are then discussed and 

different case studies of e-learning implementation are reviewed in order to find out if the 

implementation of e-learning leads to the same benefits as claimed in the literature. The researcher 

found many implementation barriers being faced in e-learning implementation. A detail literature 

review of 26 years (1990-2016) of published literature about e-learning implementation barriers 

was undertaken to formulate the TIPEC framework, which categorises 68 unique barriers into four 

main dimensions (Technology, Individual, Pedagogy and Enabling Conditions). Out of these four 
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dimensions, I focused on the individual (student) related barriers. Specifically, those individual 

barriers were discussed which are related to the technologies in e-learning. Lastly, the role of 

student’s culture at the individual level and its role in student’s technology preference and 

acceptance is discussed in order to identify the research gaps. Based on the research gaps, this 

chapter clearly mentions the following three research questions. 

 

RQ 1: Is a student willing to switch to e-learning from a Traditional i.e. face to face setup at higher 

education institutes? If yes, then does (s)he prefer a single device for all higher education services? 

 

RQ 2: Does e-learning student’s individual culture impact his/her device preference across the 

higher education services? 

 

RQ 3: Does e-learning student’s individual culture impact his/her technology acceptance towards 

the preferred device(s)? 

 

Chapter 3 considers the research methodology and design in detail. Different research 

philosophies were discussed, leading to the justification of the appropriate philosophy for the study. 

After that, research strategy, research design, survey strategy, population selection, sampling, a 

method of data collection and data analysis is explained and selected for the current study. Chapter 

3 provides the theoretical justification on the methodology and techniques adopted for three 

experiments undertaken, discussed later in chapters 4, 5 and 6; addressing each of the research 

questions respectively.  

 

Chapter 4 discussed the eight service quality indicators for higher education which were selected 

to serve as the basis of our planned experiment for the first research question. These indicators are 

Course content, Lecturer’s Concern for Students, Facilities, Assessment, Social Activities, 

Communication with University, Counselling Services and People. Technologies in e-learning are 

argued at application and device level. TV, Radio, Desktop, Laptop, Mobile and Tablet were 

selected as the six devices to be checked in order to find out the student’s preference across the 

Higher Education Services. 
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Results showed that students dismissed the use of unidirectional interaction devices, i.e. TV and 

Radio across all e-learning Higher Education Services. It was found that for the three human-to-

human interaction based HES, i.e., People, Lecturer’s Concern for Students and Counselling 

Services; the students preferred to receive them through face to face and do not prefer to use a 

technology device. For the remaining five, students were willing to switch face to face for e-

learning devices, but their device preference was based upon the nature of the HES being offered. 

However, their top two device preferences for these remaining five HES were consistently Laptop 

and Mobile. Finally, the top two student preferences, throughout the eight Higher Education 

Services except course content were among face-to-face, laptop and mobile interaction. 

Accordingly, chapter four answered the first research question by showing that individual students 

are mostly willing to switch to e-learning/blended learning modes, rather than sticking to purely 

traditional face to face teaching formats. Secondly, it was also found out that students (on average) 

do not seemingly have a single favourite device for all the HES, rather they prefer a mix of face to 

face, mobile and laptop. 

 

Chapter 5 discussed different concepts of culture and literature related to the culture at national, 

organisational and individual level respectively. It also considers the role of cultural difference in 

determining the behaviour and attitude of individuals towards the usage of technology. Results 

showed that when students were clustered according to their individual culture orientation, each 

cluster’s device preference was found to be unique. Among the eight HES, the Face to face cluster, 

the Mobile cluster and the Laptop cluster were found to (i.e. 6 out of 8 HES) prefer “Face to Face”, 

“Mobile” and “Laptop” respectively. If we just relied on the results of overall i.e. average 

preference (as in chapter 4), student’s individual culture orientation is ignored, and this would 

totally disregard the true preference of all cultural segments identified within the overall student 

body. So, chapter five answered the second research question by proving the significant role of 

individual culture orientation on the student’s device preference for the HES. The analysis based 

on individual culture orientation not only better clarifies the device preference but also it is 

expected to lead to higher satisfaction rates among students. 

 

Chapter 6 discussed different theories and models of technology acceptance and a comparison 

was undertaken, which identified UTUAT2 as the best suited technology acceptance model to 
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answer my third research question. UTAUT2 was used to investigate the factors that lead to 

Technology Acceptance of two preferred devices i.e. Laptop and Mobile for the data of each of the 

three individual culture based clusters. 

 

Table 7.1 Summary of Results of Study 

Technology Acceptance across three clusters for Laptop and Mobile 

  Laptop Mobile 

Face to face cluster 

Individual Culture 

orientation  

PD High 

Masculine  

Short-Term Oriented 

Device Preference  

Face to Face 

Significant Predictors Significant Predictors 

Habit Habit 

Social Influence   

Facilitating Conditions   

    

    

Mobile cluster 

Individual Culture 

orientation  

UA High 

PD low 

Long-Term Oriented 

Device Preference  

Mobile 

Hedonic Motivation Social Influence 

Habit Hedonic Motivation 

Facilitating Conditions Price Value 

Price Value Habit 

 Performance Expectancy 

   

Laptop cluster 

Ind. Culture orientation 

 UA Lowest 

Collectivist 

Long-Term Oriented 

Device Preference  

Laptop 

Performance Expectancy Hedonic Motivation 

Hedonic Motivation Habit 

Habit Price Value 

   

    

    

 

Results (Table 7.1) showed that technology acceptance of Laptop and Mobile differs according to 

the individual culture orientation of student clusters. Table 7.1, not only summarises the individual 

culture orientation and the preferred device for each cluster, it also discusses the significant 

predictors of behavioural intention for the students belonging to three clusters across the two 

devices. It was found that different predictors become significant for the clusters as we move across 

the two devices. 
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Results showed that whenever it comes to the cluster’s preferred device, three predictors 

(independent variables) become statistically significant, i.e. Performance Expectancy (PE), 

Hedonic Motivation (HM) and Habit (HT). Specially, Performance expectancy has become 

significant on a specific device for a cluster, if and only if, that device was preferred by the specific 

cluster. As the Face to face cluster had no preference towards laptop and mobile, so Performance 

Expectance (PE) and Hedonic Motivation (HM) were not significant for either of the devices. On 

the other hand, it is significant for the Mobile cluster in case of mobile (preferred device). Similarly, 

it is significant for the Laptop cluster in case of Laptop (preferred device).  

 

7.3. Research Summary and Conclusion 

Summarising the findings of the three experiments performed for the three research questions, I 

can state that higher education students are willing to switch from face to face format to e-

learning/blended learning options for many of the higher education services being offered to them. 

However, it would be unjust to provide all these e-learning preferred HES on a single device. As 

the results showed, students overall preferred certain HES on primarily two devices, i.e. Laptop 

and Mobile. Further, student individual culture orientation also plays a major role in device 

preference, as each cluster had a unique preference concerning HES delivery. If we ignore their 

individual culture based preference, we will end up compounding reduction in the satisfaction of 

the e-learning students. The role of student’s individual culture orientation also influences the 

different factors leading towards the technology acceptance of the preferred devices. 

 

Cluster segmentation based on individual culture clearly shows that students’ preference towards 

technology varies according to their cultural values. Cluster segment 1 is assertive, high in power 

distance, short-term orientated and individualist. Due to these cultural attributes, students in Cluster 

1 feel that the teacher should always be present in front of them while delivering education.  Cluster 

1 participants are individualistic in nature, so if they are spending money on education, they want 

surety that the instructor will be present, or they may perceive the education quality to be low. This 

cluster segment does use mobiles and laptops for daily purposes, as their behavioural intention to 

use mobile was positivity determined by habit. When it comes to the use of technology (laptop or 

mobile), for educational purposes, use of devices is not their preference. Due to short-term 

orientation and high power distance, they are focused to receive educational services face-to-face 
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and nothing less. Hence, they are named the “Face to face Cluster”. Their behavioural intention, to 

use a laptop, is also impacted by facilitating conditions and social influence (i.e. peer pressure). 

Social influence acts as a catalyst towards behavioural intention, i.e. to use laptop with the Face to 

face cluster. The Face to face cluster does not have “Performance Expectancy (PE)” and “Hedonic 

Motivation (HM)” as significant predictors of behavioural intention, which are factors that are 

observed for the preferred devices in other clusters. So, it would be suitable to ensure satisfaction 

of students belonging to the Face to face cluster by providing them their preferred HES, i.e. using 

traditional face to face methods. 

 

For the cluster segments, which preferred the use of technical devices (i.e. Cluster 2 and 3 named 

the Mobile Cluster and the Laptop Cluster respectively), it is interesting to see that these students 

have low power distance and are long term oriented, which indicates that students are focused on 

the long-term benefits of education. They do not worry about the short-term approach of receiving 

education if and only if they have a physical presence at the university. Rather they have a long-

term focus to welcome those device options, which not only help them to receive educational 

services but also gives them the benefit of time and space flexibility. These characteristics, i.e. low 

power distance, and a focus on thinking about the future, are a determinant of their shift towards 

e-learning devices. Therefore, the Mobile cluster and the Laptop cluster students use mobile and/or 

laptop on a daily basis (as habit is found to significantly influence behavioural intention for both 

laptop and/or mobile use). These students understand the inevitable role of devices in the future, 

and because of their long-term approach, they are positive towards the usage of these devices in 

education. Usage of device, i.e. laptop and/or mobile, is also explained by the fact, that people 

having attributes of the Mobile cluster and the Laptop cluster enjoy using devices; as hedonic 

motivation positively impacts their behavioural intention to use e-learning devices. 

 

The individual culture orientation based differentiating factor between the Mobile cluster and the 

Laptop cluster, who have a preference concerning a specific device, is student tendency towards 

uncertainty avoidance, and their level of individualism/collectivism. Mobile cluster students have 

high uncertainty avoidance, and an individualistic approach; and their preferred device (for 6 out 

of 8 HES) is Mobile. Whereas, Laptop cluster students have low uncertainty avoidance and a 

collectivist approach; and their preferred device (for 6 out of 8 HES) is Laptop. 
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Students from the Mobile cluster exhibit high uncertainty avoidance and an individualistic 

approach, so they would prefer a device, which is portable and available in all circumstances, hence 

reducing the uncertainty of its use in all situations. This automatically explains why these students 

would prefer a Mobile as compared to a Laptop when it comes to using a device for support 

planning, and/or social interaction. For Mobile, “Social Influence” and “Performance Expectancy” 

were significant for the Mobile cluster students. This group believes that using mobile will increase 

their performance and will also improve their social standing. Individual culture based values of 

these people implicate that they want a technology, which is for their personalised usage 

(individualistic approach). Participants from the Mobile cluster are sensitive towards the cost of 

both Mobile and Laptop, as Price Value has a significant impact on Behavioural Intention for both 

devices. This is because they are high on uncertainty avoidance, and hence they follow certain rules 

and restriction regarding the price that they have to pay for selecting a device. Being individualistic, 

they would prefer a device, which follows their own personal budget constraints. If we want to 

make laptop their preferred device, the cost of the laptop will have a significant impact on 

determining their behaviour to use laptop. The price of a laptop is relatively high compared to that 

of a mobile, so we can say that there is a chance for them to switch to a laptop, if they find its “Price 

Value (PV)” to be justified. 

 

Students belonging to the Laptop cluster preferred Laptop, and their cultural orientation shows that 

they are collectivists and have a low uncertainty avoidance. This group does not believe in 

structures and rules, yet instead, try to find solutions collectively. For Laptop cluster students, the 

mutual collective benefit is more important than the rules and regulations. Laptop cluster students 

prefer a device that can perform almost every function for every aspect of learning simultaneously 

(i.e. Laptop), and hence create benefit collectively. This cluster also prefers a laptop because they 

believe that using a laptop will have a positive impact on their performance. Students with such 

individual cultural orientation are looking for devices and technologies, that can be widely used 

for multi-tasking by every student (collectivist approach). It is to be noted that they appear to be 

price conscious when it comes to their not-preferred device i.e. Mobile. Although laptop prices are 

higher than the prices of Mobiles, once these students find a device that they believe increases their 

performance, students in this cluster are not price conscious. For the other device, i.e. Mobile, 

which is less costly, yet does not ensure that it will guarantee functional efficiencies, the Laptop 
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cluster students are price conscious. This is because of their low uncertainty avoidance, they do not 

believe in any structural restrictions of price, rather they are willing to buy a costly device, i.e. 

laptop, once they find that it would significantly help in solving most of their HES related problems. 

So, in order to lower the dropout rate, by improving student satisfaction towards e-learning, the 

research results showed that the student should be provided HES according to their device 

preference based upon the individual cultural orientation. 

 

However, in order to make students, who belong to a specific individual culture, switch to and/or 

use another device, the research results propose that strategies should be devised to manage student 

perception of variables, which were found to be significant in device preference. For example, to 

change the device preference of the Mobile cluster, to Laptop, management of Performance 

Expectancy (PE), Hedonic Motivation (HM), Social Influence (SI), Price Value (PV) and Habit 

(HT) is required to positively improve Mobile cluster member perception towards use of Laptop 

when receiving higher education services. On the other hand, to improve or build a positive 

perception of Laptop cluster members concerning mobile, Performance Expectancy (PE), Habit 

(HT) and Hedonic Motivation (HM) have to be positively managed to help Laptop cluster students 

make the switch, i.e. using a mobile for learning. Most importantly, to develop a positive perception 

about a certain device for individuals in the Face to face cluster, we need to measure and manage 

Performance Expectancy (PE), Hedonic Motivation (HM) and Habit (HT), since these three 

variables were common in the preferred device of culturally distinct clusters, (i.e. clusters 2 and 3). 

By managing these variables, we believe that perception of the Face to face cluster individuals 

about the use of devices for higher education services can be improved. 

 

On the basis of individual culture, this research has explored the student’s behaviour towards 

his/her preference and acceptance of the e-learning technology devices available to him/her. These 

significant predictors of the preferred devices’ technology acceptance help us better understand the 

reasons behind technology related implementation barriers in the Individual category of the TIPEC 

framework (Section 2.9). In order to retain and improve e-learning students’ perception concerning 

higher education services, the role of culture at student (individual) level must not be ignored. If 

we accommodate the students’ individual culture based differences in their device preference, we 

may not only be able to reduce the dropout rates, but also, may find the e-learning students more 
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satisfied with service delivery. This will eventually lead Higher Education Institutes towards 

reaping the promised benefits of e-learning, including the availability of high access, high quality 

and low-cost education, irrespective of time and location of the student. 

 

7.4. Research Contributions 

Current study contributes to the literature by developing the TIPEC framework of e-learning 

barriers (see Chapter 2, Section 2.7). The TIPEC framework highlights the implementation barriers, 

from both academic and commercial e-learning studies. It consolidates research of 26 years, which 

will help researchers and practitioners to appreciate the interplay of implementation barriers, which 

are related to e-learning. The TIPEC framework can prove to be very useful while implementing 

technology in educational institutes or corporate organisations. Using this framework, one can 

easily understand the barriers that are commonly faced in e-learning and then resources can be 

committed to resolving urgent/priority based barriers. The TIPEC framework can be personalised 

for a specific learning domain, and the identified changes will help focused stakeholder, understand 

variation in the importance of implementation barriers as a result of changes in education 

technology/infrastructure/government policy etc. 

 

Another contribution of the current study is that it signifies the role of culture at the individual 

level, and considers the impact of individual culture on student e-learning device preference. An 

individual culture based device preference helps researchers and practitioners to focus on more 

customised technology implementation, i.e. based on the difference amongst the students due to 

diverse individual cultural orientation. This study can also help to select devices according to 

student’s overall individual culture orientation; across Hofstede’s original five dimensions (i.e. 

power distance, uncertainty avoidance, individualism/collectivism, masculine/feminine, and 

long/short term orientation). The research of Baptista and Oliveira (2015), which states that 

individual cultural values help better predict the technology acceptance behaviour, supports the 

findings of this research. Baptista and Oliveira mentioned that technology behaviours, predicted 

by using the individual culture concept, would be more accurate than the other concepts; i.e. 

National and Organisational Culture. Same arguments were reported by Tarhini, et al. (2017), i.e. 

that acceptance of technology is a micro level phenomenon and using national or organisational 

culture concepts (i.e. macro level phenomenon) will reduce the accuracy of the findings. Using this 
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study, and applying the methods used in experiments, researchers can check and validate the 

findings for different contexts. Findings also contribute that individual cultural orientation is 

neglected in UTAUT2 model, as this study helps in better prediction of human behaviour through 

UTAUT2 model considering the cultural values at the individual level. Performance expectancy 

was found to be the significant predictor of behavioural intention in UTAUT2 model in clusters 

where students have preferred the device. This finding was found to be consistent with the results 

reported by the El-Masri and Tarhini, (2017) in their study of two different countries.  

 

7.5. Future Research  

This is the first study that explores the device preference and acceptance based upon individual 

culture orientation of a Higher Education Student in context of e-learning. The proposed TIPEC 

framework, in Chapter 2, opens many avenues for future research regarding e-learning 

implementation barriers. I would like to recommend future researchers to quantitatively validate 

the issues within each of the four TIPEC categories. The TIPEC can be used to show which barriers 

are prominent in case of e-learning, allowing comparison between different countries belonging to 

developing and developed worlds. Similarly, this can point out towards those barriers whose 

priority changes throughout the life of an e-learning implementation project. For example, 

Technical barriers might be very important in the basic infrastructure phase, but pedagogical and 

individual factors might surface as implementation moves to launch phase. Further research on 

TIPEC can help identifying prominent barriers within specific countries or at different phases of 

implementation. This can practically help in prioritising fund utilisation for e-learning ventures and 

will contribute towards the learning curve of professionals (System Designers, Faculty, Support 

Staff etc.) involved in e-learning implementation. 

 

To further understand the preference of e-learning devices and their acceptance, future research 

can be geared towards consideration of specific device characteristics, i.e. whether device 

properties were actually becoming the main reason for the selection of that specific device, e.g. 

screen size, processing capability and battery time etc. This layer of research can help in better 

assessing the basic reasons behind device selection and preference to receive different HES on the 

preferred device. Last but not least, it would be interesting to see some personality tests (MBTI, 

Big 5 and/or Belbin team roles) incorporated with individual culture based segmentation to figure 
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out whether there is a specific relationship between the personality type of the student and his/her 

specific device preference. In the long run, if an individual based assessment questionnaire can be 

prepared, which can help predict his preference and acceptance of e-learning devices, we can not 

only improve the satisfaction rates of e-learning students, but also help suggest the students, as a 

result of their culture orientation and/or personality type, to use the best device for all of the higher 

education services. We have a long way to go, but this research has taken a small step towards 

understanding the impact of individual culture based differences on students’ e-learning device 

preference. 
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Appendices 

Appendix A 

Your participation is highly appreciated in this research effort. Your participation is voluntary and 

your responses to these questions will be kept confidential. The data collected from this 

questionnaire will only be used for research purpose. Thank you for your co-operation! 

Demographics 

Gender 

□ Male 

□ Female 

Age (Years) 

□ 15-20 

□ 21-25 

□ 26-30 

□ 31-Above 

Based upon the following indicators of quality for Higher Education Services, kindly rate your 

preference on the options mentioned with reference to the given scale: 

1. Strongly Disagree 2. Disagree 3. Neutral 4. Agree 5. Strongly Agree 

Indicators Face 

to 

Face 

TV Radio Deskt

op/ 

Comp

uter 

Lapto

p 

Mobil

e 

Tablet 

1.Course content  

 

       

2.Facilities  

 

       

3.Lecturer’s Concern 

for Students 

 

       

4.Social activities 

 

       

5.Communication 

with University 

 

       

6.Assessment         

7.Counselling 

Services 

 

       

8.People  

 

       

Education 

□ PhD 

□ Masters 

□ Bachelors 

□ Other 

 

Total Monthly Household 

Income (Rupees) 

□ Less than 50,000 

□ 50,000-100,000 

□ 101,000-200,000 

□ Above 200,000 
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Please select one of the following devices on which you would prefer to receive ALL the above 

mentioned indicators of quality for Higher Education Service: 

□ TV 

□ Radio 

□ Desktop/Computer 

□ Laptop 

□ Mobile 

□ Table 
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Appendix B 

Please take a few minutes to complete this survey. The purpose of this survey is to determine 

cultural values of an individual that how individuals from different cultures perceive different 

situations. This survey is anonymous and the information will be used only for research purposes. 

Thank you in advance for the participating in the survey. 

Demographics 

Gender 

□ Male 

□ Female 

Age (Years) 

□ 15-20 

□ 21-25 

□ 26-30 

□ 31-Above 

 

Cultural Value Scale SD DA N A SA 

Power Distance      

1. People in higher positions should make most 

decisions without consulting people in lower 

positions. 

□  □  □  □  □  

2. People in higher positions should not ask the 

opinions of people in lower positions too 

frequently. 

□  □  □  □  □  

3. People in higher positions should avoid social 

interaction with people in lower positions. 

□  □  □  □  □  

4. People in lower positions should not disagree 

with decisions by people in higher positions. 

□  □  □  □  □  

5. People in higher positions should not delegate 

important tasks to people in lower positions. 

□  □  □  □  □  

Uncertainty Avoidance      

Education 

□ PhD 

□ Masters 

□ Bachelors 

□ Other 

 

Total Monthly Household 

Income (Rupees) 

□ Less than 50,000 

□ 50,000-100,000 

□ 101,000-200,000 

□ Above 200,000 
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1. It is important to have instructions spelled out in 

detail so that I always know what I'm expected 

to do. 

     

2. It is important to closely follow instructions and 

procedures. 

     

3. Rules and regulations are important because they 

inform me of what is expected of me. 

     

4. Standardized work procedures are helpful. 

     

5. Instructions for operations are important. 

     

Individualism/Collectivism      

1. Individuals should sacrifice self-interest for the 

group (either at school or the work place). 

     

2. Individuals should stick with the group even 

through difficulties. 

     

3. Group welfare is more important than individual 

rewards. 

     

4. Group success is more important than individual 

success. 

     

5. Individuals should only pursue their goals after 

considering the welfare of the group. 

     

6. Group loyalty should be encouraged even if 

individual goals suffer. 

     

Masculinity/Femininity      

1. It is more important for men to have a 

professional career than it is for women. 

     

2. Men usually solve problems with logical 

analysis; women usually solve problems with 

intuition. 
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3. Solving difficult problems usually requires an 

active, forcible approach, which is typical of 

men. 

     

4. There are some jobs that a man can always do 

better than a woman. 

     

Long-term Orientation/Short-term Orientation      

1. Careful management of money (Thrift).      

2. Going on resolutely in spite of opposition 

(Persistence). 

     

3. Personal steadiness and stability. 

     

4. Long-term planning. 

     

5. Giving up today's fun for success in the future. 

     

6. Working hard for success in the future. 
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Appendix C 

Your participation is highly appreciated in this research effort. Your participation is voluntary and 

your responses to these questions will be kept confidential. The data collected from this 

questionnaire will only be used for research related to technology acceptance. Thank you for your 

co-operation! 

Demographics 

Gender 

□ Male 

□ Female 

Age (Years) 

□ 15-20 

□ 21-25 

□ 26-30 

□ 31-Above 

Answer the following questions considering each of the devices mentioned with reference to given 

scale: 

1. Strongly Disagree 2. Disagree 3. Neutral 4. Agree 5. Strongly Agree 

Questions TV Radio Desktop/

Computer 

Lapto

p 

Mobil

e 

Table

t 

Performance Expectancy 

1. I find the   device useful in my daily 

life. 

      

2. Using the   device helps me accomplish 

things more quickly. 

      

3. Using the   device increases my 

productivity. 

      

Effort Expectancy 

1.Learning how to use the   device is easy 

for me. 

      

2.My interaction with the   device is clear 

and understandable. 

      

3.I find the   device easy to use.       

4.It is easy for me to become skilful at 

using the   device. 

      

Education 

□ PhD 

□ Masters 

□ Bachelors 

□ Other 

 

Total Monthly Household 

Income (Rupees) 

□ Less than 50,000 

□ 50,000-100,000 

□ 101,000-200,000 

□ Above 200,000 
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Social Influence 

1.People who are important to me think 

that I should use the   device 

      

2.People who influence my behaviour 

think that I should use the   device 

      

3. People whose opinions that I value 

prefer that I use the   device. 

      

Facilitating Conditions  

1. I have the resources necessary to use 

the   device. 

      

2. I have the knowledge necessary to use 

the   device. 

      

3. The   device is compatible with other 

technologies I use. 

      

4. I can get help from others when I have 

difficulties using the   device. 

      

Hedonic Motivation 

1. Using the   device is fun.       

2. Using the   device is enjoyable.       

3. Using the   device is very entertaining       

Price Value   

1. The   device is reasonably priced.       

2. The   device is a good value for the 

money. 

      

3. At the current price, the   device 

provides a good value. 

      

Habit  

1. The use of the   device has become a 

habit for me. 

      

2. I am addicted to using the   device.       

3. I must use the   device.       
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Behavioural Intention 

1. I intend to continue using the   device 

in the future. 

      

2. I will always try to use the   device in 

my daily life. 

      

3. I plan to continue to use the   device 

frequently. 
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Appendix D 

 
 

 

Figure D1: Laptop Technology Acceptance: Structured Model for Face to Face Cluster  
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Figure D2: Mobile Technology Acceptance: Structured Model for Face to Face Cluster 
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Figure D3: Laptop Technology Acceptance: Structured Model for Mobile Cluster 
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Figure D4: Mobile Technology Acceptance: Structured Model for Mobile Cluster 
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Figure D5: Laptop Technology Acceptance: Structured Model for Laptop Cluster 
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Figure D6: Mobile Technology Acceptance: Structured Model for Laptop Cluster 

 


