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Abstract Spectra of reflected sunlight in the oxygen A-band contain information about cloud properties
such as cloud top pressure, optical depth, and pressure thickness. Here we show, for the first time, that
high-spectral-resolution A-band Orbiting Carbon Observatory-2 (OCO-2) spectra respond largely as
simulated to the optical properties of water clouds over ocean during November 2015 (N = 184,318) using
input cloud properties from the Moderate Resolution Imaging Spectroradiometer (MODIS) on Aqua and the
Cloud-Aerosol Lidar with Orthogonal Polarization on Cloud-Aerosol Lidar and Infrared Pathfinder Satellite
Observation (CALIPSO). In A-band continuum channels the standard deviation of simulated minus observed
radiance is ±37%. Selecting horizontally homogeneous clouds to mitigate three-dimensional cloud effects
and collocation error with the other satellites, the standard deviation of the residuals is reduced to ±18%.
Using a look-up table developed from simulations, OCO-2’s estimated cloud top pressure for low clouds
(Ptop> 680 hPa) has a standard deviation of ±61 hPa relative to CALIPSO retrievals, and bias is dependent on
assumed cloud pressure thickness, with our smallest value being �5 hPa. Versus MODIS optical depth, the
standard deviation is ±9.0 and the bias is �2.0, although these shrink for clouds of τ< 30. These values
include collocation error between the different satellites, meaning that they place an upper bound on the
OCO-2 retrieval uncertainty. The theoretical precision limit fromOCO-2’s instrumental uncertainty is shown to
be ±2.4 hPa in above-cloud path and ±0.2% in optical depth for a two-channel retrieval. Options for retrieving
cloud optical depth, cloud top pressure, and pressure thickness are discussed in the context of a formal
OCO-2 cloud property retrieval.

1. Introduction

Cloud albedo is largely determined by optical depth, and upward longwave emission by the temperature at
cloud top pressure, so these properties are important for determining the radiative impacts of clouds.
Additionally, knowledge about cloud pressure thickness provides constraints for physical processes related
to cloud formation, which are of interest because uncertainty in low-cloud shortwave feedback explains
much of the spread in modeled climate sensitivity, or global warming in response to a given heating [Bony
and Dufresne, 2005; Sherwood et al., 2014]. Constraints on low-cloud properties inform the development of
model parameterizations of these clouds and therefore improve climate projections.

High spectral resolution measurements of reflected sunlight in the oxygen A-band contain information about
cloud optical depth, cloud top pressure, and cloud pressure thickness [Fischer and Grassl, 1991; Koelemeijer
et al., 2001; Rozanov, 2004; Stephens and Heidinger, 2000]. Clouds reflect sunlight in the oxygen A-band,
and the observed radiances are related to cloud properties in twomain ways: first, in window channels where
there is very weak absorption, radiance is controlled by solar zenith angle, surface albedo, and cloud optical
depth. Second, the ratio of observed radiance within an absorption band to that observed outside the
absorption band is related to the photon path length and is therefore a measure of both cloud top pressure
and cloud pressure thickness. This is because photons reflected from the cloud must travel to the cloud top
and back again, such that a higher cloud top pressure (lower altitude) results in greater photon path length
and absorption. Regarding geometric thickness, photons arriving at cloud top will experience some path
through the cloud and in an optically thick cloud will tend to bemultiply scattered until they escape. The total
photon path is magnified when the droplets are further apart, which for a cloud with a given optical depth
and droplet distribution may be understood as an increase in the geometric thickness. Increases in geometric
thickness therefore relate to increased photon path lengths and increased absorption, which has been
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exploited in various proposals for retrieving geometric thickness using the A band [O’Brien and Mitchell, 1992;
Stephens and Heidinger, 2000; Ferlay et al., 2010].

The spectral responses to cloud top pressure and cloud pressure thickness are strongly correlated, and so dis-
aggregating them requires tight constraints on one or very high spectral resolution that allows more precise
determination of photon-path length changes due tomultiple scattering within the cloud and the differential
broadening of absorption bands through the atmosphere.

A-band cloud top pressure retrievals rely on reflected sunlight and so provide information that is indepen-
dent of active lidar (e.g., Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO)), radar
(e.g., CloudSat), or infrared emission (e.g., MODIS). The A band offers benefits in particular for optically thick
low clouds, where lidar cannot retrieve optical depth due to signal attenuation and infrared cloud top
pressure retrievals have large uncertainty due to the diffuse cloud tops and complex temperature profiles
which commonly feature inversions [Holz et al., 2008; Baum et al., 2012]. Furthermore, CloudSat radar retrie-
vals suffer from surface clutter in low marine clouds [Huang et al., 2012]. The pressure thickness of low clouds
is not reliably retrieved by any current satellite product, active or passive.

Among A-band sensors OCO-2 has substantial advantages. It has a much higher spectral resolution than
almost all previous A-band instruments with 1016 channels from 758 to 773 nm and an average channel
full width at half maximum (FWHM) of 0.04 nm. Higher spectral resolution leads to improved sampling of
the range of oxygen absorption. This spectral sampling is far higher than that used in or suggested for
use in cloud-property retrievals such as those from ADEOS-POLDER [Vanbauce et al., 1998], PARASOL-
POLDER [Sneep et al., 2008], IRS3-MOS [Preusker et al., 2007], ENVISAT-Medium-Resolution Imaging
Spectrometer (MERIS) [Preusker and Lindstrot, 2009], and ERS-2-GOME [Koelemeijer et al., 2001]. These
retrievals typically use 2–4 channels with instrumental FWHM of 0.4–0.7 nm, resulting in cloud top pres-
sures within ±30–100 hPa of those reported by other methods such as radiosondes and passive infrared
retrievals. In addition, there are substantial biases as these methods typically retrieve a single cloud pressure
corresponding to a location within the cloud, rather than attempting to disaggregate cloud top pressure and
cloud pressure thickness.

One other satellite carries an instrument whose A-band spectral resolution is similar to that of OCO-2: the
Japanese Greenhouse Gases Observing Satellite (GOSAT) [Kuze et al., 2009; Yoshida et al., 2011] However,
OCO-2 samples at a higher spatial resolution (<2.25 km per sounding versus 10.5 km for GOSAT), enabling
finer-scale analysis. OCO-2 is also in the Afternoon-Train (A-Train), a constellation of Earth observation satel-
lites in Sun-synchronous orbit, which allows data from multiple sensor types to be combined to allow a fuller
assessment of the response of the A-band instrument to clouds.

Example high-resolution OCO-2 spectra are shown in Figure 1a, as simulated for a low and optically thin cloud
(blue), low-thick cloud (green), and high-thick cloud (red) over ocean. In the A-band, ocean albedo is low
meaning that the signal in this figure is dominated by cloud reflection, but optically thin clouds over brighter
surfaces would show differences due to surface reflection. Interpreting the spectra is more intuitive when
they are reorganized according to the mean oxygen absorption coefficient of the channel as in Figure 1b
[Stephens and Heidinger, 2000]. In this paper we sort spectra by considering the mean cloudy scene radiance
in November 2015 and then ranking the channels from brightest to least bright separately for each OCO-2
across-track sounding position. This approximates the ranking by O2 absorption, and these rankings are then
used to sort each spectrum. Higher optical depth results in a brighter spectrum with the largest absolute
increase in the continuum where O2 absorption is weak. The response to cloud top pressure change is visible
within the absorption bands in Figure 1b. The higher cloud (lower Ptop, red line) becomes brighter in these
bands due to less above-cloud absorption. By combining continuum radiances for optical depth and absorp-
tion band radiances for photon path length a joint τ� Ptop retrieval is possible. Sanghavi et al. [2015] assess
the effect of cloud properties on A-band radiances by studying radiative transfer model output for theoretical
cloud cases and their paper provides detailed theoretical explanations for the radiance responses expected
and observed here.

Here we examine the response of OCO-2 A-band radiances to cloud properties measured by other A-Train
sensors. Optical depth and droplet effective radius are provided by the Moderate Resolution Imaging
Spectroradiometer (MODIS) instrument on Aqua and cloud top pressure from the Cloud-Aerosol Lidar with
Orthogonal Polarization (CALIOP) instrument on CALIPSO.
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We simulate OCO-2 radiances using the radiative transfer model used in the OCO-2 Level 2 Full Physics
algorithm with cloud properties taken from collocated MODIS-CALIOP scenes from November 2015
[Taylor et al., 2016] and validate them using OCO-2 measurements. We then use the simulated relation-
ships between cloud properties and radiances to develop look-up tables for Ptop and τ and validate them
by comparing their predictions with collocated MODIS and CALIPSO data. These look-up tables will be
used in future work to provide the first-guess properties necessary in a formal Bayesian retrieval that is
under development. In this case we focus on retrievals of single-layer liquid clouds over ocean. This is
motivated by how uncertainties in oceanic low-cloud reflection explain much of the spread in modeled
global warming [Slingo, 1990; Webb et al., 2006; Brient et al., 2016]. This choice also avoids reflective land
surfaces and complex ice-particle phase functions.

This paper is structured as follows: Section 2 describes the observational data, radiative transfer model, and
analysis procedures; section 3 presents a direct comparison of simulated and observed spectra along with the
determined sensitivity of OCO-2 radiances to cloud properties. Section 4 discusses the results in the context
of a formal error analysis, and section 5 concludes.

2. Methods and Data

Section 2.1 identifies the primary OCO-2, MODIS, CALIPSO, and European Centre for Medium-Range Weather
Forecasts (ECMWF) data sets used in this analysis and overviews relevant details of the OCO-2 mission.
Section 2.2 introduces the collocated MODIS-CALIPSO-OCO-2 data sets, highlights potential uncertainties,
and lists the sample selection criteria. Section 2.3 briefly describes the radiative transfer model and how
the atmospheric profiles were constructed for the simulations. Section 2.4 describes the primary analysis
techniques for radiance response to cloud properties, and section 2.5 describes the way in which the look-
up tables for first-guess cloud-property retrievals were developed and validated.

2.1. Observational Data

OCO-2 leads the A-Train constellation, whose satellites follow a Sun-synchronous orbit with a 16 day repeat
cycle at the equator where crossing time is near 13:30 in the ascending node at an altitude of 705 km. The
OCO-2 reference ground track (RGT) is identical to that of CALIPSO and CloudSat, displaced 217.3 km to
the east of the World Reference System (WRS)-2 RGT [Taylor et al., 2016]. Aqua follows the WRS-2 RGT and

Figure 1. Example of simulated OCO-2 spectra for a low, optically thin cloud (blue), low optically thick cloud (green), and a
high optically thick cloud (red) over a water surface with albedo = 0.1. Input geometric thickness is calculated from
equation (3) assuming effective droplet radius of 12 μm (a) Spectra as a function of wavelength; (b) OCO-2 channels sorted
by the mean channel brightness during November 2015. This is an approximation of ranking by O2 absorption coefficient.
The exact ranking depends on precise atmospheric conditions and cloud height and so changes for each sounding.
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carries the MODIS instrument whose wide field of view includes the OCO-2 track, while the CALIPSO satellite
carries the nadir-view CALIOP lidar and follows the same RGT as OCO-2.

OCO-2’s primary mission is to determine atmospheric column abundance of CO2 in parts per million (XCO2
[Crisp, 2008; Crisp et al., 2016; Eldering et al., 2016; Osterman et al., 2016]), although it also samples wave-
lengths that allow determination of solar-induced fluorescence (SIF) resulting from photosynthesis, and so
reports both XCO2 and SIF products [Frankenberg et al., 2014]. It carries three co-bore-sighted, imaging, grat-
ing spectrometers collecting high-resolution spectra reported at 1016 channels in each of the O2 A-band
(near 765 nm), weak CO2 band (1610 nm), and strong CO2 band (2060 nm). The O2 A-band is primarily used
for cloud filtering and the determination of surface pressure so as to convert measured CO2 amount to XCO2.
Scenes that are even modestly contaminated by clouds or aerosols are not processed by the L2 algorithm
because the retrieval of XCO2 is highly sensitive to scattering.

OCO-2 is flying flight-spare focal plane array (FPA) detectors from the original OCO mission, which failed at
launch. The FPA was delivered in 2006, and prior to orbit a number of the pixels failed or respond anoma-
lously to light or thermal changes [Osterman et al., 2016]. In this analysis we only use data from pixels that
are undamaged for all measurements, reducing the number of channels from 1016 to 853. Defining conti-
nuum channels as those where there is ≥99% of themean radiance of the single brightest channel, our results
are not strongly affected by pixel damage as we have 156 remaining continuum channels and only lose nine
absorption-band channels.

OCO-2 operates in a pushbroom fashion with a single frame consisting of eight soundings, which are lined up
side-by-side with respect to the orientation of the spacecraft and in nadir view have a ground footprint of
approximately 1.3 km, meaning the full swath width is approximately 10 km [Crisp et al., 2016]. In the original
design the spacecraft was oriented with its photovoltaics orthogonal to the incoming sunlight in order to
maximize power generation. A later engineering issue related to the orientation of spectrometer gratings
required an in-flight reorientation to approximately 30° from the original flight plan [Crisp et al., 2016].

OCO-2 has three main measurement modes: target (TG), glint (GL), and nadir (ND). Target viewing fixes the
instrument on a desired ground point as the satellite passes overhead, such as a station in the Total
Carbon Column Observing Network in order to perform calibration or validation. Glint mode points the
instrument toward the glint spot in order to maximize surface reflection and increase signal for the XCO2
retrieval over oceans. Nadir viewing measures straight down, which is preferred for XCO2 retrievals
over brighter land surfaces, and also increases the likelihood of viewing between broken cloud fields by
minimizing the field of view. Aside from occasional orbits in TG mode, the current flight mode procedure
alternates GL and ND orbits, with some orbits that pass mostly over ocean always operating in GL viewing
[Crisp et al., 2016].

We select nadir-view orbits in order to match up with the nadir-view CALIPSO lidar, using L1bSc Version 7
data for November 2015 (OCO-2 orbits 7111–7522). The primary observable is the reported A-band radiance
(variable SoundingMeasurements/radiance_o2 in the L1bSc product nomenclature), although a number of
ancillary data were also used.

The radiative transfer simulations also require meteorological inputs such as vertical profiles of temperature
and specific humidity. All necessary meteorological data were taken from the OCO-2 auxiliary ECMWF files,
which contain the short-term ECMWF forecast data interpolated in time and space to each measurement
point. We use the MODIS collocation files based on Aqua product MYD06_L2 [Platnick et al., 2015] which pro-
vides input cloud properties at 1 km spatial resolution, henceforth referred to as MYD061KM. We use the
cloud top effective radius, cloud optical thickness, and cloud phase determined from optical properties.
From CALIPSO we use the 01kmCLay product for the cloud top pressure [Vaughan et al., 2009].

2.2. Collocated Data and Sample Selection Criteria

The orbital geometry of the A-Train satellites prevents exact collocation: OCO-2 leads the A-Train and is fol-
lowed within approximately 7.5 min by both Aqua and CALIPSO, and data collocation matches the nearest
neighbor pixel based on minimizing the distance between each instrument’s footprint, using a previously
described A-Train algorithm [Savtchenko et al., 2008] that has been modified for the OCO-2 ground track
[Taylor et al., 2016]. The 2330 km MODIS cross-track swath ensures that all nadir-view OCO-2 soundings fall
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within the MODIS field of view. Since the OCO-2 RGT is approximately 200 km to the east of the MODIS instru-
ment, there is a consistent difference in viewing angle which, in some cases, may lead to collocation error. For
example, parallax may shift apparent cloud location and any viewing-angle-dependent biases in MODIS
cloud properties will be present in this matchup data. Here “collocation error” is taken to mean any difference
in the field of view observed by OCO-2, MODIS, and CALIPSO due to viewing geometry, viewing time, or
location error.

The matchup files report the matchup distance between each retrieval and the OCO-2 sounding, and we
select only those OCO-2 soundings for which the CALIPSO matchup distance is under 1 km. This reduces
errors introduced in our simulations due to cloud variability on 1–10 km horizontal scales, but we are not able
to account for the order of magnitude difference between the OCO-2 and CALIOP field of view, where CALIOP
native measurement resolution is approximately 70 m, with one measurement each 333 m along track
[Vaughan et al., 2009; Winker et al., 2010].

The relative positions of the OCO-2 and CALIPSO satellites vary substantially within their control boxes.
Particular effort was made to keep the satellites well aligned during the nominal mission lifetime, but
for our requirements matchup quality varies with time. The number of soundings with matchup distance
under 1 km varies with month, and the location of CALIPSO measurements within the OCO-2 swath also
varies. The ideal case is where matched up CALIPSO measurements are spread across each of the OCO-2
soundings, but in some months there is a predominance of measurements at the edge of the OCO-2
swath where OCO-2 sensor calibration is most difficult. Our choice of November 2015 was based on max-
imizing valid retrievals across multiple soundings and accounting for potential instrumentation issues
(Crisp, personal communication). The specific criteria applied to the data sets used are listed in Table S1
in the supporting information.

Some combinations of properties caused computational failures in the radiative transfer model: N = 184,318
soundings matched our criteria and were successfully simulated. It is worth noting that not only are nadir
soundings over ocean rarely used for the OCO-2 XCO2 retrieval due to insufficient signal-to-noise ratio, but
that the XCO2 retrieval is only performed in cases where the algorithm is confident of clear-sky conditions.
This paper therefore exploits a data set that was previously untapped.

2.3. Simulated Radiances

Radiances are simulated using the OCO-2’s Level 2 Full Physics retrieval’s radiative transfer model (henceforth
L2RTM [Boesch et al., 2015]). Fundamentally, this model follows the eigenvector method of solving the radia-
tive transfer equation [Flatau and Stephens, 1988] and is based on a version of the LIDORT linearized discrete-
ordinate radiative transfer model [Spurr et al., 2001; Spurr, 2002] modified with a second order of scattering
technique called 2OS [Natraj and Spurr, 2007]. This modification reduces the computational burden of deter-
mining multiple scattering effects on the polarized elements of the Stokes vector by 2 orders of magnitude
versus fully vectorized multiple-scattering computations. The results for OCO-2 viewing geometries have
been tested against such calculations from the vectorized VLIDORT [Spurr, 2006].

The model is semispherical, accounting for changes in atmospheric path length of the initial beam due to
Earth’s curvature, but is otherwise horizontally homogeneous. The angular integrations required for scatter-
ing are approximated via quadrature with high-accuracy calculations using 16 quadrature angles (i.e.,
streams) for 5–20 of the wavelengths in each band. Radiative transfer in the remaining wavelengths is calcu-
lated using simplified two-stream scalar radiative transfer with a polarized single-scattering code. From the
combination of these results, high-accuracy results at all wavelengths can be reconstructed [O’Dell, 2010].

We use the OCO-2 instrument line shapes (ILS) for November 2015, which are defined for each of the eight
sounding positions within a frame. Atmospheric molecular absorption is determined using the same absorp-
tion coefficient (ABSCO) tables as for the v7 OCO-2 operational product except for O2 which has a new ver-
sion OCO-2 ABSCO v5 [Drouin et al., 2017]; this is the selected ABSCO for the v8 OCO-2 operational products.
The atmospheric profiles for the radiative transfer calculations are input on 20 pressure levels, linearly inter-
polated from 1 hPa to the surface. Meteorological information is taken from the standard OCO-2 matched
ECMWF files and interpolated from the native 137 levels.

The cloud is assumed to consist of a single homogeneous layer of liquid water droplets. Cloud-top pressure is
taken from CALIOP, optical depth and effective droplet radius from MODIS. Consistently reliable cloud
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pressure thickness is not available in any collocated product, however, so we use approximations developed
for marine stratocumulus clouds based on assumed adiabatic profiles.

We begin with a relationship between cloud liquid water path (LWP) and geometrical thickness H [Brenguier
et al., 2000]:

LWP ¼ 1
2
CwH

2 (1)

where Cw is the moist adiabatic condensate coefficient and for marine stratocumulus was reported as lying in
the range 1–2.5 × 10�3 gm�4 [Brenguier, 1991]. Next, we use the relationship between liquid water path, opti-
cal depth τ, and effective droplet radius reff from [Szczodrak et al., 2001]:

LWP ¼ τ reff
10ρw
9Qext

(2)

which differs by a factor of 6/5 from the classical relationship of Stephens [1978] because it uses an adiabatic
cloudmodel instead of a vertically homogeneousmodel, which better represents themarine stratiform cloud
case [Wood and Hartmann, 2006; Borg and Bennartz, 2007]. By combining equations (1) and (2) we obtain an
equation for the geometrical thickness of

H ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5 ρw τ reff
9 Qext Cw

r
(3)

We then assume a pressure scale height of 8 km to relate H to cloud pressure thickness ΔP, and for our base
case we use Qext = 2 and ρw = 1000 kg m�3, with a value of Cw = 1.9 × 10�3 g m�4 based on previous work
[Brenguier et al., 2000]. There are uncertainties in τ and reff, and Cw depends on temperature, with a range of
1.0–2.5 × 10�3 g m�4 for temperatures 0–40°C [Brenguier, 1991]. In addition, this relationship is based on
assumptions appropriate for marine stratocumulus clouds and is unlikely to be representative of many of
the clouds in our sample. However, such an assumption is necessary given the lack of available global cloud
thickness information. Differences between our assumed cloud thickness and the real cloud thicknesses
should be expressed as differences in the modeled and simulated photon path lengths and so cause differ-
ences in simulated radiances in the absorption band. We address this uncertainty by performing three sets of
radiative transfer simulations in which the above-derived cloud pressure thickness is scaled by [0.5, 1.0, 4.0].
In general, we report the default results with scale factor 1.0 in the manuscript and present results with dif-
ferent scale factors in the supporting information, unless specified. This allows us to estimate the robustness
of our results to the cloud thickness assumption. Within the cloud, droplets are represented by a gamma dis-
tribution with the MODIS effective radius derived from optical properties, and single scattering properties are
determined from Mie theory.

Cloud layers in this implementation of the radiative transfer are determined by interpolating the extinction
provided at one level to the neighboring levels, and then assuming that the layers between these three levels
are filled with a homogeneous cloud. We therefore assign three levels, equidistant in terms of pressure, to
each cloud. The top level pressure is that given as cloud top pressure from CALIOP, the full pressure differ-
ence between the top and bottom levels is that determined from our scaled equation (3), and the extinction
coefficient is assigned to the central level such that the calculated optical depth matches that derived from
MODIS. If the derived cloud bottom is below the ECMWF surface pressure, then it is lifted to 20 hPa above the
surface without moving the cloud top, while ensuring that the determined optical depth still matches the
MODIS value.

Pressure levels were first determined by linearly interpolating from 1 hPa to the ECMWF surface pressure,
then assigning the cloud to the nearest pressure levels subject to the constraint that at least 2 levels must
lie above or below the cloud. Once the cloud levels are assigned, the levels above and below the clouds
are recalculated by interpolating linearly from 1 hPa to cloud top pressure, and from the surface pressure
to cloud-bottom pressure. For a set of sample cases, the above-cloud oxygen optical depth calculated using
this pressure structure was found to be within 1% of that calculated using the original 137-level ECMWF input
profiles for all channels.
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2.4. Comparison Methodology

We begin by simulating OCO-2 A-band spectra for each set of MODIS-CALIPSO cloud properties as described
in section 2.3 and then reorganize each spectrum according to the mean simulated radiance of that channel,
from brightest to least bright. As O2 absorption dominates at A-band wavelengths, this approach is similar to
ranking by the path-weighted O2 absorption coefficient. We do not formally rank by O2 absorption coefficient
because this varies throughout the atmosphere and each individual sounding experiences a different set of
path-weighted channel oxygen absorption coefficients.

All spectra are grouped by their across-track position, and with eight soundings per frame, resulting in eight
data sets. This is done to separately account for each sounding position’s different instrument line shapes
(ILS). We then average all simulated spectra to produce a single mean spectrum for each sounding position.
From these spectra, we obtain eight sets of rankings required to organize them frommost to least bright, and
then each individual observed or simulated spectrum is sorted using the rankings appropriate for its across-
track position.

In order to mitigate intersounding differences in path length and absorption coefficient, we take 10-channel
averages and refer to these as superpixels, resulting in 85 superpixels of 10 channels and 1 of 3 channels. By
sorting channels prior to smoothing, the advantage of OCO-2’s spectral resolution is not notably degraded,
although there are other minor issues to consider such as instrument dispersion, albedo changes across
the band and solar lines (C.W. O’Dell, personal communication).

In addition to absolute radiance, we are interested in the response of observable properties (e.g., radiance)
to cloud properties (e.g., optical depth). Standard retrieval methods such as optimal estimation tradition-
ally use numerical partial derivatives, but these cannot be directly observed. Here we determine sensitiv-
ities by regressing observed or simulated OCO-2 radiances for each superpixel against the MODIS and
CALIPSO cloud properties. The gradient of the regression line is taken to be the relevant sensitivity, and
we then estimate the measurement precision of a state vector element σx , j from a superpixel cloud-
property retrieval as

σx; j ¼ ∂yi
∂xj

� ��1

σy;i (4)

where ∂yi
∂xj is our sensitivity, which we estimate from the gradient of our regression fit and σy , i is the OCO-2

L1bSc measurement uncertainty. This σy , i is measurement precision only, and error introduced by other fac-
tors is much larger. To place an upper bound on the total error in retrievals of cloud optical depth and cloud
top pressure, we therefore apply a simple look-up table-based retrieval developed using the simulated radi-
ance responses and validate it using the collocated MODIS-CALIPSO-OCO-2 observations.

2.5. Theoretical Foundation of Cloud Property Retrieval

We develop two independent look-up tables, one for cloud τ and another for cloud top pressure. The τ look-
up table relies on the radiance from a single superpixel in the continuum, and the Ptop retrieval uses the ratio
of the radiance of one superpixel to that of a continuum superpixel. We calculate look-up tables using all of
the superpixels and show their relative performance, but our final look-up-based retrieval uses two superpix-
els that are selected to minimize error statistics against collocated MODIS τ and CALIPSO Ptop.

Optical depth is the dominant factor in determining measured reflectance, and to account for illumination
angle, we approximate the cloud as a Lambertian reflector and divide measured radiance by the cosine of
the solar zenith angle, cos(θSZA) =μ. For each superpixel we then bin the simulated I/μ by cloud optical depth
and take the bin-median I/μ and τ as our look-up table entry.

For our Ptop look-up table we use the ratio I/Ic where Ic is the continuum radiance, in this case the radiance in
the first ranked superpixel. If the absorption in this superpixel is dominated by O2, then from the Beer-
Lambert law, for radiance in a channel i:

Ii
Ic
¼ exp �τi;O2

� �
(5)
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where τi , O2 is the oxygen optical depth in channel i, and it is assumed that continuum absorption is
negligible, i.e., τc , O2≅ 0. Given the small wavelength range, we assume that scattering and absorption by
clouds are similar between the two superpixels. We can split the optical depth into above-cloud (τO2) and
within-cloud (τO2 , c) components and take the natural logarithm:

� ln
Ii
Ic

� �
¼ τO2;c þ τO2 (6)

We then express the optical depths in terms of a profile of oxygen absorption coefficient k integrated along
some path from 0 to z. Considering the above-cloud component only:

� ln
Ii
Ic

� �
¼ ∫

z

0
kO2 z0ð Þdz0 þ τO2;c (7)

While we use the term z for path here, this may also be expressed in pressure terms (i.e., in hPa), in which
case the extinction coefficient is in hPa�1. While kO2(z0) varies through the atmosphere, for illustration

we assume an effective mean extinction coefficient <kO2> such that ∫
z

0
kO2 z0ð Þdz0 ≅ < kO2 > Δz , then

we relate path to cloud top pressure Ptop and the cosine of solar zenith angle μ as Δz= (1 +μ�1)Ptop:

� ln
Ii
Ic

� �
≅ < kO2 > 1þ μ�1

� �
Ptop þ τO2;c (8)

Figure 2. Maps of cloud sample properties in 4 × 4° latitude-longitude grid cells from OCO-2 nadir-view measurements in
November 2015, for cloudy scenes where CALIPSO retrieves a cloud top pressure and MODIS retrieves a liquid cloud.
(a) MeanMODIS optical depth, (b) mean CALIOP cloud top pressure, (c) meanMODIS droplet effective radius, and (d) number
of valid retrievals per grid cell (log scale).
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For relatively small changes in Ptop where kO2(z0) varies little, if we regress ln(I/Ic) against above-cloud path
and assume that the above-cloud and within-cloud components are uncorrelated, then the gradient of our
regression will be proportional to (1 +μ�1)Ptop, while the intercept is related to the properties of the
within-cloud optical depth distribution. In reality line broadening through the atmosphere results in a non-
linear relationship for wide ranges of Ptop. Furthermore, we assume no correlation between above- and
within-cloud extinction, and any model-based retrieval will be sensitive to this. Our simulations with scaled
cloud thicknesses help illustrate the sensitivity of this assumption to within-cloud path. Our Ptop look-up table
is developed by binning simulated I/Ic by the input Δz and then entering the bin median radiance ratio and
Δz as our look-up table entry.

The performance of the look-up tables is then assessed by estimating Ptop and τ for November 2015 from
the L1bSc spectra and comparing the results with observed CALIPSO Ptop and MODIS τ. In addition to
validation, this step also provides an upper limit on the OCO-2 retrieval uncertainty to compliment the
lower bound retrieved from the precision limit calculated using equation (4), as the difference between
the OCO-2 retrieved property and that from MODIS or CALIPSO will include all OCO-2-related uncertain-
ties in addition to collocation error. As collocation error is greater than zero, the true retrieval uncertainty
is smaller than this value. In addition, a future formal retrieval that makes use of individual channels
and full profile information to better determine the true profile of O2 absorption coefficients will further
reduce uncertainties.

3. Results
3.1. Cloud Properties

Maps of mean MODIS- and CALIPSO-observed cloud properties on a 4 × 4° latitude-longitude grid are shown
in Figure 2. As the measurements occur during November and there is a limit placed on the valid solar zenith
angle, themeasurements reach further to the south than they do the north. There are relatively more samples
in the cloudy areas of the Southern Ocean and over the South American and Namibian stratocumulus
regions. Noncloudy regions or those where high clouds dominate are strongly undersampled as we exclude
MODIS-identified ice clouds.

Figure 3 displays histograms of the cloud properties for the full set of simulations, demonstrating a pre-
ponderance of low clouds due to our selection of water clouds. The Pearson correlation coefficients
between pairs of cloud properties are �0.26 (τ-Ptop), 0.19 (τ-reff), �0.18 (reff-Ptop). These weak correlations
(<7% of variance explained) imply that our regression analysis of OCO-2 radiance response to cloud prop-
erties will therefore respond mostly to the property of interest rather than being driven by changes in a
correlated variable.

Figure 3. Histograms showing the distribution of cloud properties according to (a) MODIS optical depth τ (% per optical depth), (b) CALIPSO Ptop (% hPa�1), and
(c) MODIS effective radius (% μm�1).
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3.2. Observed and Simulated Radiances

Figure 4 shows that mean simulated radiance is 6% lower than observations in continuum channels, with an
interquartile range of (�20,+17)%. This difference is due to some combination of collocation error, cloud 3-D
effects, errors in the MODIS and CALIPSO retrievals, OCO-2 instrumental uncertainty, and modeling error. We
expected that because we only simulate cases where MODIS retrieves a cloud, collocation error may mean
that there are cases where OCO-2 measures a clear sky, thus favoring brighter simulated spectra, but this
effect is outweighed in the full sample. Three-dimensional cloud effects refer to the differences between
observed and simulated spectra due to the simulation assumption of a horizontally homogeneous cloud in
the simulation. For example, in reality photons may leak through the sides of clouds and the effect on retrie-
vals depends on cloud type, illumination and viewing geometry, and measurement resolution. These are
known to affect retrievals and have been specifically considered for both MODIS and OCO-2 [Várnai and
Marshak, 2002;Merrelli et al., 2015]. Figures S1 and S2 in the supporting information show that the continuum
is unaffected when cloud pressure thickness is scaled from 0.5 to 4, although absorption band radiances dif-
fer by ±2% of the continuum radiance.

Figure 5 shows 2-D histograms comparing modeled and observed radiances in the brightest continuum A-
band superpixel, including subsamples based on the variation in neighboring sounding continuum radiance.
Neighboring radiances are defined as those within ±1 sounding along track, ±1 sounding across track, and all
linear combinations thereof, resulting in five neighbors for soundings at the swath edge and eight for all
others. We define a heterogeneity parameter by dividing the standard deviation in local I/μ by its mean
and select the approximately 10% of soundings with the lowest value to represent homogeneous cloud cases
(heterogeneity parameter<0.043) and the approximately 10% with the highest value to represent heteroge-
neous cases (heterogeneity parameter >0.43). Low spatial variance is indicative of homogeneous cases, so if
model-observation differences are reduced then this indicates a contribution from collocation error. While
the full-sample root-mean-square error (RMSE) is ±22.4 W m�2 sr�1 μm�1 and best fit line is 1.00, selecting
homogeneous-cloud cases reduces RMSE by 31% to 15.5 W m�2 sr�1 μm�1 and the best fit ratio becomes
1.09. Meanwhile, selecting heterogeneous-cloud cases increases RMSE by 50% to 33.7 W m�2 sr�1 μm�1

and a best fit ratio of 0.61 indicates a substantial increase in bias. For reference, if the error divided by the

Figure 4. (a) Mean observed (blue) and simulated (green) radiances, with spectra ranked by mean channel absorption.
(b) Mean observed and simulated ratio I/Ic. (c) Simulated minus observed radiance median (solid line) and interquartile
range (shaded). (d) Simulated minus observed I/Ic ratio median (solid line) and interquartile range (shaded).
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mean for each sample is taken, we obtain ±36.9% for all cases, ±17.9% for homogeneous cases, and ±69.6%
for heterogeneous cases. These results are qualitatively similar to those observed in a comparison between
MODIS and POLDER τ for overcast and broken-cloud scenes [Zeng et al., 2012] which were attributed
largely to cloud-fraction disagreement. Cloud-fraction disagreement will also be present here as the OCO-2
radiance simulations assume that a homogeneous cloud fills the full footprint and MODIS broken-
cloud cases will by definition have nonuniform cloud coverage. As these are continuum radiances,
cloud thickness has a near-zero effect on these results.

Figure 6 shows that simulated values
are brighter than observations when
the observation sounding is sur-
rounded by a brighter field of
view (Pearson correlation coefficient,
r = 0.43), a pattern consistent with
the presence of collocation errors.

Next we consider the response of
radiances to changes in cloud prop-
erties in both models and observa-
tions. The results we present are for
absolute observed radiance cor-
rected for solar zenith angle, I/μ in
response to changes in optical depth
τ, and for the change in the radiance
ratio s = I/Ic in response to changes
in above-cloud photon path which
is related to cloud top pressure using
equation (8).

These results are presented for the
continuum, a midabsorption case
and a line-core case by selecting the
2nd, 61st, and 76th superpixels.
We select the 2nd superpixel to

Figure 5. 2-D histograms of modeled and observed OCO-2 radiances in an A-band continuum channel. (left) All cases (N = 184,318). (middle) Horizontally homoge-
neous cloud cases where the standard deviation of neighboring OCO-2 radiances is<4.3% of the neighbor mean. (right) Cases where this ratio is>43%, representing
horizontally heterogeneous clouds. In each case the gradient is reported for a linear fit forced through the origin, and RMSE is that of modeled minus observed
with no correction for the trend bias.

Figure 6. 2-D histogram of simulation error for the brightest continuum
channel (modeled minus observed radiance, not corrected for solar zenith
angle) as a function of the local radiance bias defined as the mean of
neighboring soundings minus the observed value within the pixel.
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Figure 7. (top row) Observed and (bottom row) modeled radiance as a function of cloud optical depth for super pixels in the (left column) continuum (superpixel
rank 2), for (middle column) midabsorption (superpixel rank 61), and for (right column) near line cores (superpixel rank 76).

Figure 8. (top row) Observed and (bottom row) modeled histograms of the ratio of radiance I/Ic as a function of estimated above-cloud optical path length for super
pixels in the (left column) continuum (superpixel rank 2), for (middle column) midabsorption (superpixel rank 61), and for (right column) near line cores (superpixel
rank 75).
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represent the continuum as for the first superpixel the I/Ic ratio is defined to be unity. Figure 7 displays
histograms of the response of observed and modeled radiance to optical depth as determined from
MODIS. The clearest response is in the continuum channels as expected, and the pattern of responses is
visibly similar for all cases with a broader spread in the observations compared to the simulations.

Meanwhile, Figure 8 shows the histograms of the ratio I/Ic in response to above-cloud optical path length
showing cases where there is a low I/Ic ratio despite a low path length being derived from CALIOP measure-
ments. CALIOP’s ground footprint is approximately 70 m in diameter so on average only around 1% of the
OCO-2 footprint is sampled. In cases where CALIPSO identifies high cloud but the majority of the OCO-2 field
of view consists of low (or no) clouds, the OCO-2-observed path length will naturally be much greater than
that inferred from the CALIPSO cloud top pressure. There will also be cases where the CALIPSO lidar is atte-
nuated but an underlying cloud contributes to the OCO-2-observed radiances, and in these cases the simu-
lated I/Ic will be much too great. We are unable to further test this but propose that this explains much of the
spread in I/Ic for low cloud top pressures in the observed midabsorption channel in Figure 8, especially as
CALIPSO is seeing clouds with Ptop near 200 hPa, and these retrievals are unlikely to represent liquid clouds.
An additional factor that may contribute is if high cloud thicknesses are biased relative to our assumed values:
although Figures S3 and S4 show that when cloud pressure thickness is scaled by 0.5–4 the changes are not
sufficient to explain the full difference. Figures S5 and S6 show that selecting for homogeneous cloud cases
particularly improves the continuum response to optical depth.

3.3. Observed and Simulated Regression-Based Responses to Cloud Properties
3.3.1. Response of Measured Radiance to Cloud Optical Depth
Using the methodology described in section 2.4, we derive the response of I/μ or I/Ic to MODIS and CALIPSO
cloud properties for each superpixel using linear regression.

Figure 9a shows the regression coefficients for I/μ as a function of the natural logarithm of MODIS optical
depth for each superpixel, with observed response patterns similar to those simulated, but with a 18% stron-
ger response from the radiative transfer model. Figure S7 shows little sensitivity in continuum channels to the
assumed cloud pressure thickness, meaning our optical depth look-up table is robust to ΔP.

Figure 9b focuses on the homogeneous cloud cases from Figure 5 where simulated continuum response is
just 2% greater than observations. This suggests that cloud heterogeneity and collocation error explain much
of the apparent difference in the full sample. In addition, the absorption band response is proportionally

Figure 9. Regression coefficients showing the response of observed and simulated OCO-2 radiance scaled to account for
solar zenith (i.e., I/μ) to cloud properties: (a) response to natural logarithm of optical depth in all cases; (b) response to
natural logarithm of optical depth in the homogeneous cloud cases identified in Figure 5b.
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much greater in simulations than observations. We propose that this is due to the simulation assuming a
single cloud layer at the CALIOP pressure level, whereas in reality the OCO-2 field of view may contain
lower clouds. In cases such as this the CALIOP cloud top pressure will be low, but the OCO-2 mean path
length will be high, causing the wide spread in the midchannel observations at low Ptop in Figure 8, which
reduces the gradient of the regression line.
3.3.2. Response of Radiance Ratio
Figure 10 shows the response of the natural logarithm of the radiance ratio I/Ic to the estimated above-cloud
path, following equation (8) that states that these two values are proportional given the approximation of a
near-uniform vertical profile of O2 extinction coefficient. Figure 10a shows that the model ln(I/Ic) responds
more strongly than the observed values which follows from inspection of the midabsorption panels of
Figure 8. CALIOP identifies some very high clouds where OCO-2 measures I/Ic consistent with lower clouds,
which reduces the calculated gradient in I/Ic as a function of above-cloud path and matches our previous dis-
cussion regarding collocation and layering issues with CALIOP Ptop. This is supported by Figure 10b which
shows the regression results from low clouds only (Ptop < 680 hPa), in which case the model-observation dif-
ference is smaller. It is further reduced when simulated cloud pressure thickness is larger, shown in the red
line of Figure 5b. Figures S8 and S9 show further pressure thickness comparisons.

The improved agreement in the response of I/Ic to above-cloud path Δz when thicker clouds are simulated
means that the change in τO2 in response to Δzc is likely misrepresented. This may be due to a bias in our
assumed cloud pressure thickness that correlates with cloud top pressure, but given the weak correlation
between Δz and other cloud properties, we favor an alternative explanation. We propose that our approxima-
tion following equation (7) is invalid, namely, that ∫kO2(z0)dz0 ≠ < kO2>Δz. A thicker simulated cloud pressure
thickness increases simulated kO2 within the cloud, with greater enhancements for lower clouds. The simula-
tions with thicker clouds show responses closer to those observed, and while this may be partly because the
real-world clouds are thicker, it may also be a representation of errors in the interpolated ECMWF profiles that
do not adequately represent within-cloud conditions.
3.3.3. Implied Single-Sounding Precision From Observed Sensitivities
The theoretical precision of a measurement may be expressed in terms of the change in the observed prop-
erty that would lead to a measured response of 1σ, where σ is the measurement precision. The theoretical
limit of precision may be obtained for each property by taking the instrumental radiance uncertainties

Figure 10. Response of the natural logarithm of radiance ratio I/Ic to the above-cloud path expressed as the regression
coefficient for each superpixel from observations and simulations. (a) Response for all cases; (b) response for low clouds
(Ptop> 680 hPa). Figure 10b also shows the simulated regression when cloud pressure thickness is scaled by a factor of 4 to
illustrate sensitivity in this case.
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reported with the L1bSc product and dividing them by the sensitivities derived in sections 3.3.1 and 3.3.2. The
measurement precision for ln(τ), which we label δ ln(τ), from a given superpixel with measurement
uncertainty σI, for example, is

δ ln τð Þ ¼ ∂I
∂ ln τð Þ

� ��1

σI (9)

We approximate the partial derivative with the regression coefficients from Figure 9, while σI is taken to be
the mean reported radiance error in that channel across all soundings, which is equivalent to assuming that
the channels within each superpixel have perfectly correlated errors. Similarly, we estimate the precision in
one-way above-cloud path as 0.5(1 +μ�1)δPtop =Δz/2 from

δΔz ¼
∂ ln I

Ic

� �
∂Δzp

0
@

1
A

�1

σ ln I
Icð Þ (10)

where the partial derivative is approximated with the regression coefficients from Figure 10. The ln(I/Ic) uncer-
tainty is determined by quadrature assuming uncorrelated uncertainty:

σ ln I
Icð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σI
I

� �2
þ σIc

Ic

� �2
s

(11)

The results of equations (9) and (10) are shown in Figure 11, with a best possible ln(τ) precision of ±0.002
(approximately 0.2% in absolute τ) and Δzp precision of ±2.4 hPa. Most of the information about optical depth
is obtained in the continuum, while cloud top pressure requires measurements within the absorption bands,
although precision decreases in the line cores when too much of the signal has been absorbed.

3.4. Development and Validation of Look-Up Table-Based Retrieval

As described in section 2.5 we produce look-up tables relating solar-zenith-corrected radiance I to ln(τ) and
radiance ratio I/Ic to above-cloud path using the simulated spectra binned by cloud property. A look-up table

Figure 11. Theoretical limiting precision based on the mean L1bSc instrumental uncertainties combined with the relevant
sensitivities, which are the observed regression coefficients shown in Figures 9 and 10 for changes in (a) MODIS ln(τ)
and (b) CALIOP above-cloud path based on Ptop. The best precision is ±0.002 in ln(τ), or approximately ±0.2% in τ, and
±2.4 hPa in above-cloud path.
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relating the measurement to the cloud property of interest is generated for each superpixel, and then this
table is used with the observed OCO-2 radiances to derive estimates of τ and Ptop from each superpixel
independently. This process is illustrated in Figure 12, which shows example look-up tables for optical
depth using the first superpixel and for above-cloud path using the 61st superpixel. Derived look-up tables
are shown for each of the cloud pressure thickness assumptions, with scale factors from 0.5 to 4.0.
The ln(τ) example look-up table is not responsive to cloud thickness, although the Ptop look-up table is
sensitive to this choice.

Figure 12. Example look-up tables developed from the radiative transfer simulations, (a) using absolute radiance
corrected for solar zenith angle in the 1st superpixel as a function of the natural logarithm of MODIS optical depth;
(b) for radiance ratio as a function of above-cloud path for the 61st superpixel. In each case the relevant observation-based
2-D histogram is shown in the background. In each case the colored lines represent the derived look-up tables from the
set of simulations in which the cloud pressure thickness is scaled from 0.5 to 4.0 as labeled in the caption.

Figure 13. Comparison of MODIS optical depth and the calculated value using a single OCO-2 super pixel at a time. (a) Bias
in predicted optical depth in November 2015 reported as meanMODIS τminus retrieved OCO-2 τ. (b) Standard deviation of
MODIS τ minus that calculated from OCO-2.
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We calculate these look-up tables for each superpixel and then estimate the τ and Ptop from OCO-2 L1bSc
spectra, and next show the bias and standard deviation relative to MODIS or CALIPSO for a single retrieval
using each super pixel separately.

Figure 13 shows the mean and standard deviation of the differences between the OCO-2 andMODIS τ values.
We present the results of the retrieval where MODIS and OCO-2 τ< 70 to reduce the effect of cases where the
retrievals are no longer strongly sensitive, and also for τ< 30 and the homogeneous cloud cases from
Figure 5. Figure S10 shows that the bias depends on cloud optical depth; it averages to 0.07 for 5 < τ < 15
but grows in magnitude for thicker clouds. Standard deviation is smallest in the continuum bands, where
it is reduced for τ< 30 or homogeneous clouds. The true retrieval error is likely smaller than the error
reported here as it is not subject to collocation error.

For cloud top pressure, the mean bias and standard deviation of OCO-2 retrievals relative to CALIPSO are
shown in Figure 14. The difference is very large in the continuum channels, which contain almost no photon
path information, but shrinks in the absorption bands. Selecting for low clouds (CALIOP Ptop > 680 hPa)
reduces both bias and standard deviation as expected. The results when the look-up tables are produced
from simulations with the standard cloud pressure thickness or with a scaling of 4 are also shown: this has
little effect on the standard deviation but substantially changes the bias. For the 61st superpixel, the
CALIOP-OCO-2 bias is �35.2 hPa for the standard cloud pressure thickness, or +28.6 Pa when ΔP is scaled
by 4. The standard deviation is ±60.7 hPa in each case. We also produced a look-up table by randomly sam-
pling from the ΔP× 1 or ΔP× 4 simulations for each sounding, and for the 61st superpixel this results in a bias
of �5.0 hPa and a standard deviation of ±60.9 hPa.

Our cloud pressure thickness assumptions therefore have greater effect on the bias in our Ptop look-up table
retrieval but little effect on the variance. Once again, our reported standard deviation includes all variance
introduced by differences in the OCO-2 and CALIPSO collocation. In addition, although our use of superpixels
mitigates errors introduced due to different path-weighted O2 absorption coefficients, there will be errors
introduced by changing meteorological conditions. A formal retrieval would include information on these
conditions and how they affect kO2, and this ±60.7 hPa standard deviation is therefore an upper limit on
retrieval error.

4. Discussion

This paper provides the first assessment of the response of OCO-2’s very high spectral resolution spaceborne
A-band instrument to cloud properties using measurements from November 2015. The results shown here

Figure 14. Comparison of CALIPSO cloud top pressure and that calculated using a look-up table with a single OCO-2 super
pixel at a time for November 2015 (a) bias as CALIOPminus OCO-2 and (b) standard deviation of these differences. All cases
with the standard OCO-2 look-up table are shown in blue, for low clouds (CALIOP Ptop> 680 hPa) in green, and low clouds
using the look-up table developed from simulations where cloud pressure thickness is scaled by 4 in red.
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validate the A-band continuum performance of the OCO-2 L2RTM in cloudy atmospheres when the clouds
are homogeneous. In addition, this work demonstrates that the derived photon path lengths respond as
expected to cloud top pressure for low clouds identified from CALIOP.

Based on simulated radiances using MODIS optical depth as an input and selecting for the 10%most horizon-
tally homogeneous scenes, simulated radiances in the continuum have a single-sounding radiance error of
approximately ±18%. This estimate includes any uncertainty in the MODIS optical depth retrieval, suggesting
smaller true model error.

Heterogeneous scenes show greater errors in terms of optical depth, but this has no distinguishable effect on
the photon path length statistics and therefore does not strongly affect cloud top-height retrievals,
consistent with results obtained for 3-D Monte Carlo simulations where surface albedo is low [Kokhanovsky
et al., 2007]. At nadir over oceans, albedo is low, but over brighter surfaces the surface return should be
considered. In cases of substantially broken cloud, photon-path length statistics could be affected by the
surface contribution.

Another limitation of this analysis is the focus on single-layer clouds, assuming accurate identification by
MODIS and CALIPSO. A-band radiances are sensitive to the presence of multiple cloud layers, although by
exploring the implied variance of the photon-path length distribution it may be possible to identify multi-
layer cases [Min et al., 2004]. Where CALIOP retrieves high clouds, there is substantial variation in the values
inferred from OCO-2 photon path lengths. We do not quantitatively attribute this, although possible contri-
buting factors are multiple layers and collocation errors related to the smaller CALIOP footprint sampling a
higher cloud when a larger amount of the OCO-2-measured radiance comes from lower clouds within the
field of view.

In general, collocation error is expected to favor brighter modeled scenes as simulations were only performed
when MODIS and CALIOP both reported a cloud, whereas the corresponding OCO-2 observation may not be
of a cloudy scene. For OCO-2 glint observations over water MODIS reports a cloud that is not detected by the
OCO-2 cloud filter in 8.5–10.6% of cases depending on time of year [Taylor et al., 2016], suggesting that a
number of our MODIS-determined cloudy scenes will not appear cloudy to OCO-2.

Figure 9 demonstrates that, as expected, modeled response of OCO-2 radiances to optical depth is greater
than that seen in observations with better agreement when homogeneous cloud cases are selected. This sup-
ports the hypothesis of issues related to collocation error. The results presented in Figure 10 showed that
observed and modeled OCO-2 responses to low-cloud Ptop are similar.

The observed OCO-2 radiance responses to optical depth and cloud top pressure were then used to estimate
the theoretical single-channel (τ) or double-channel (Ptop) retrieval precision based only on instrumental
uncertainty. The derived limits were ±0.002 in ln(τ) and ±2.4 hPa in above-cloud path based on regressions:
a formal retrieval would exploit additional nonlinearities of these sensitivities.

The reported instrumental-precision uncertainties are unrealistically low for real-world applications. A com-
plementary error estimate was developed by applying simple single- or double-channel retrievals of τ and
Ptop. Figure 14 demonstrates that for cases where CALIOP retrieves low clouds (Ptop > 680 hPa), a simple
look-up table-based retrieval using the OCO-2 photon path lengths from two superpixels results in an
OCO-2-estimated Ptop with bias that depends on the assumed cloud thickness and a standard deviation rela-
tive to CALIOP of σ ~ 60 hPa. Comparison of single-channel τ estimated from OCO-2 with the value retrieved
from MODIS results in a large standard deviation of ~9, although this falls to ~5 for clouds of optical depth
<30. Much of this is likely due to spatial variability and collocation errors.

Our dual-channel Ptop precision is similar to that reported for other instruments such as MERIS, although our
comparison with CALIOP shows a standard deviation that is larger than the reported root-mean-square error
(RMSE) for airborne-lidar-based validation of the MERIS retrievals (bias 22 hPa, RMSE 24 hPa) [Lindstrot et al.,
2006]. By scaling cloud pressure thickness we may obtain a lower bias, however.

Our future retrieval will use these look-up tables to produce prior estimates of the initial cloud top pressure
and optical depth and will then use an optimal estimation scheme with more channels and without the
superpixel smoothing. This will also only be performed where the OCO-2 sounding is identified as cloudy,
avoiding cases in this data set where OCO-2 is likely not seeing clouds identified by MODIS and CALIOP.
An optimal estimation scheme using a greater number of channels will exploit sensitivities at different
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layers of the atmosphere and to obtain more information about photon path length statistics. For example,
channels near the line core aremore responsive to high clouds, whereas less-absorbing channels are required
for low clouds as otherwise above-cloud absorption removes the radiance. The atmospheric state can also
affect the response of individual channels, with warmer and moister atmospheres changing the O2 absorp-
tion in a given channel. In addition, a combination of multiple scattering and differential line broadening
within the cloud relative to above the cloud should allow disaggregation of photon path length into an
above-cloud and within-cloud component. These responses occur in the OCO-2 L2RTM, but the responses
are more complex and the superpixel approach adopted in this paper reduces the sensitivity of radiances
to the cloud pressure thickness; hence, we avoid an in-depth analysis here.

The work presented here has developed simple retrievals for cloud optical depth and cloud top pressure
which will be used to provide prior information necessary for a more detailed retrieval.

5. Conclusions

A number of A-band sensors are currently available, but the majority of them have wide instrument line
shapes and so are unable to sample a wide range of effective oxygen absorption coefficients in the A-band,
which fundamentally limits their ability to extract information about photon path length and therefore cloud
properties. OCO-2 and GOSAT both offer much higher spectral resolution and while GOSAT retrieves more
polarimetric information that is informative of clouds [Sanghavi et al., 2015], it has a much larger footprint
than OCO-2 (total area >20 times greater), meaning that cloud heterogeneity would be a greater issue.
Additionally, we have been able to directly exploit OCO-2’s formation flying with Aqua and CALIPSO which
provide cloud optical properties with their MODIS and CALIOP instruments, respectively.

The MODIS imager provides cloud-optical depth and effective radius, while the CALIOP lidar retrieves cloud
top pressure. OCO-2 allows a joint retrieval of both, which CALIOP cannot do in optically thick clouds due to
lidar attenuation. MODIS does such a retrieval, but by using infrared emission to determine cloud height it
requires corrections over low clouds with complex above-cloud temperature profiles, such as the inversions
common over marine stratocumulus. OCO-2 retrievals based on reflected photon path length statistics do
not require such a correction and so are less sensitive to errors introduced by temperature inversions.

Here we have used collocated MODIS-CALIOP-OCO-2 data from November 2015 to confirm an adequate
implementation of the OCO-2 L2RTM for simulating cloudy scenes when MODIS and CALIPSO identify
single-layer liquid clouds over ocean. Three-dimensional cloud radiative effects can be identified from homo-
geneity between nearby OCO-2 soundings, and simulations of continuum radiance in homogeneous cloud
cases show an individual sounding standard deviation of ±18%, which includes residual MODIS errors sug-
gesting that true model error is smaller. The observed radiance response to optical depth fromMODIS agrees
well with simulations, as do inferred photon-path lengths from OCO-2 observations in response to cloud top
pressure for low clouds identified by CALIOP. CALIOP-identified high clouds show bias and a much greater
spread which may be related to cloud layers hidden from CALIOP due to attenuation, or horizontal heteroge-
neity as the OCO-2 footprint is much larger than that seen by CALIOP.

Based on the cloud responses, we estimate an instrumental precision limit of ±0.002 in ln(τ) and ±2.4 hPa in
above-cloud path for a simple joint retrieval based on a single superpixel (optical depth) or two superpixels
(cloud top pressure). When this model-developed retrieval is applied to the observed November 2015 data,
standard deviation in optical depth retrieval error is ±9.0 and in cloud top pressure is ±61 hPa against MODIS
and CALIOP values, respectively. These errors are likely overstated for the true state seen by OCO-2, as all
MODIS, CALIOP, and collocation errors are included in these values.

A formal retrieval is under development for liquid clouds over ocean with the aim of retrieving the pressure
thickness of marine boundary layer clouds to improve physical parameterizations in climate models.
Improved simulation of these clouds is important for model energy budgets and climate response. Further
work will be necessary to determine the performance in glint view, over land, and for ice clouds and to
use combined CloudSat-CALIPSO data to determine OCO-2’s capacity to measure cloud layering. We have
demonstrated that OCO-2 A-band spectra respond largely as expected to cloud properties using a combina-
tion of simulated radiances and observations. These results are promising for the future retrieval of more-
detailed cloud properties using OCO-2 A-band radiances, and this analysis would not have been possible
without the multisensor applications possible due to formation flying of A-Train satellites.
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