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ABSTRACT

The spatial structure and phase velocity of tropopause disturbances localized around the subpolar jet in
the Southern Hemisphere are investigated using 6-hourly European Centre for Medium-Range Weather
Forecasts reanalysis data covering 15 yr (1979–93). The phase velocity and phase structure of the tropopause
disturbances are in good agreement with those of an edge wave vertically trapped at the tropopause.
However, the vertical distribution of the ratio of potential to kinetic energy exhibits maxima above and
below the tropopause and a minimum around the tropopause, in contradiction to edge wave theory for
which the ratio is unity throughout the troposphere and stratosphere. This difference in vertical structure
between the observed tropopause disturbances and edge wave theory is attributed to the effects of a
finite-depth tropopause together with the next-order corrections in Rossby number to quasigeostrophic
dynamics.

1. Introduction

Cyclonic tropopause disturbances observed in the ex-
tratropics have been extensively studied because they
play a primary role in type-B cyclogenesis (Petterssen
and Smebye 1971) and are often accompanied by jet
streaks (Pyle et al. 2004). However, their anticyclonic
counterparts have not attracted much attention because
their amplitudes are much smaller than those of the
cyclonic disturbances (Hakim and Canavan 2005).
While the cyclonic disturbances have closed contours of
geopotential or relative vorticity in the midtropo-
sphere, and of potential temperature at the tropopause,
the corresponding contours associated with the anticy-
clonic disturbances are wavelike (Hakim 2000). Be-
cause of this cyclone–anticyclone asymmetry, cyclonic
tropopause disturbances have usually been identified as
isolated vortexlike structures and studied by tracking

extrema of geopotential (Sanders 1988) or vorticity-
related quantities (Lefevre and Nielsen-Gammon 1995)
at 500 hPa, and of potential temperature at the dynami-
cal tropopause (Pyle et al. 2004). These observational
studies showed that cyclonic tropopause disturbances in
the Northern Hemisphere (NH) are most frequently
observed in the northwesterly or southwesterly flow of
the jet stream, and have a mean lifetime of 5 days. To
explain their isolated vortexlike structure, monopolar
and dipolar vortices with a strong nonlinearity of O(1)
or larger embedded in the jet stream have been sug-
gested as conceptual models (Cunningham and Keyser
2000, 2004; Hakim 2000). These models successfully re-
produce the isolated structure and jet streaks associated
with the cyclonic disturbances. However, they do not
provide any constraint on the vertical structure of the
tropopause disturbances, because either a barotropic
model is employed or the vertical structure is explicitly
given in their studies.

On the other hand, tropopause disturbances often
have a wavelike structure, and some studies have there-
fore treated tropopause disturbances as waves. Rivest
et al. (1992) showed that a vertically unbounded quasi-
geostrophic Eady model with a piecewise constant po-
tential vorticity in both the troposphere and strato-
sphere had an edge wave solution at the tropopause
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(see also Juckes 1994). Muraki and Hakim (2001) took
into account the next-order corrections in Rossby num-
ber to quasigeostrophic dynamics and showed that the
edge wave solution acquired a cyclone–anticyclone
asymmetry similar to that of observed tropopause dis-
turbances. Observational studies of tropopause distur-
bances from a wave perspective (Sato et al. 1993; Hi-
rota et al. 1995; Yamamori et al. 1997) have shown that
these tropopause disturbances have zonal wavelengths
of 2000–3000 km and periods of 20–30 h, and are local-
ized around the tropopause slightly poleward of the
subpolar or polar front jet in the NH, where the latitu-
dinal gradients of potential vorticity are maximized.
Sato et al. (2000) also showed that tropopause distur-
bances exist around the Southern Hemisphere (SH)
subpolar jet.

In this paper, we examine the extent to which ob-
served tropopause disturbances may be interpreted
within the context of the edge wave theory of Rivest et
al. (1992). After the description of the data and the
filter in section 2, the distributions of phase velocity,
phase structure, and potential energy and kinetic en-
ergy, and the ratio of potential to kinetic energy for the
tropopause disturbances are given in section 3. An in-
consistency between observed tropopause disturbances
and the edge wave solution of Rivest et al. (1992) is
demonstrated from the vertical distribution of the ratio
of potential to kinetic energy. In section 4, the effects of
a finite-depth tropopause and the next-order correc-
tions in Rossby number on the edge wave solution are
discussed. A summary and concluding remarks are
given in section 5.

2. Data and filter

Our analysis is based on the European Centre for
Medium-Range Weather Forecasts (ECMWF) Re-
Analysis basic level III data with a time interval of 6 h
(0000, 0600, 1200, and 1800 UTC) (Gibson et al. 1997).
The data are distributed on a 2.5° latitude � 2.5° lon-
gitude grid at 17 pressure levels (1000, 925, 850, 775,
700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, and
10 hPa). The dataset covers 15 yr from 1 January 1979
through 31 December 1993.

Tropopause wavelike disturbances have ground-
based wave periods of 20–30 h (Sato et al. 1993; Hirota
et al. 1995; Yamamori et al. 1997). Thus, in order to
isolate the disturbances, a high-pass filter with a cutoff
period of 48 h is applied to the time series data. Figure
1 shows the response function of the high-pass filter.
This filter extracts the disturbances with a wave period
of 12–48 h when aliasing from higher-frequency mo-
tions is negligible. Aliasing turns out to be insignificant

because westward-propagating disturbances are not ob-
served in this analysis (i.e., if aliasing would occur, east-
ward-propagating disturbances would be observed as
westward-propagating disturbances). A potential defi-
ciency of such a filter is that it may change the structure
of a wave packet by increasing its zonal extent (Wallace
et al. 1988; Berbery and Vera 1996). Figures 2a and 2b
show one-point correlation maps of unfiltered and
high-pass-filtered meridional winds at 300 hPa at 0000
UTC 9 August 1990. While the high-pass-filtered data
successfully extract the tropopause disturbances with a
zonal wavelength of about 2500 km, the wave packets in
high-pass-filtered data are indeed more zonally elon-
gated than those in the unfiltered data. However, be-
cause the phase velocity and spatial structure of the
tropopause disturbances discussed in this paper are not
significantly affected by this filter, the filtered data are
suitable for the purpose of the present analysis. A zonal
wavenumber–frequency spectrum of high-pass-filtered
meridional wind at 50°S and 300 hPa averaged over
January–December is shown in Fig. 3 in the energy
content form (cf. appendix A of Horinouchi et al.
2003). Large power remains in the region with a long-
wave period (�2 days) even after the high-pass filter-
ing, because the high-pass filter has a spectral leakage
in the region with a period longer than the cutoff period
(� 2 days) and the isolation of spectral peaks between

FIG. 1. Response function of high-pass filter used to extract the
short-period (�48 h) disturbances.
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synoptic-scale (i.e., 2–10 days) and short-period (�2
days) disturbances is not clear. However, the high-pass-
filtered data exhibit many features characteristic of
tropopause disturbances, which are consistent with pre-
vious studies (e.g., Hakim 2000), as shown in the fol-
lowing section. Furthermore, using filtered data with
different cutoff periods of 36, 42, 54, and 60 h did not
significantly change the results (not shown). The low-
pass-filtered data with a cutoff period of 48 h are called
“background” data in this paper.

3. Results

a. Horizontal distributions

Figure 4 shows a time–latitude section of zonal-mean
kinetic energy [KE � (u�2 � ��2)/2, where u� and �� are
high-pass-filtered components of zonal and meridional
winds, respectively] of tropopause disturbances and of
the latitudinal gradient of quasigeostrophic potential
vorticity (QGPV) at 300 hPa. QGPV is defined as (An-
drews et al. 1987)

q � f �
1

a cos�

��

��
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a cos�

�

��

u cos��

�
f
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R

H0

�

�z � p
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in spherical geometry, where q is QGPV, f is the Co-
riolis parameter, H0 � 7 km is a scale height, z � H0

ln(ps/p) (where ps � 1000 hPa) is the log pressure
height, R is the gas constant, and N is the buoyancy
frequency computed from T0, which is defined as the
monthly and zonal-mean temperature at 60° latitude in
each hemisphere. Other notation follows standard con-
vention. The 300-hPa pressure level is used because, as
shown later, the KE of tropopause disturbances is
maximized at 300 hPa (see also Sato et al. 2000). Dis-
tributions of the KE and QGPV gradient have a large
difference between the SH and the NH. While the KE
and QGPV gradient in the NH have weaker and
broader maxima, both the KE and the QGPV gradient

in the SH have clear maxima around 50°S. This is be-
cause quasi-stationary planetary waves are more active
in the NH than in the SH. Because the lag correlation
analysis to calculate the phase velocity of tropopause
disturbances in the next subsection needs to assume
zonal symmetry of the background fields, we focus on
tropopause disturbances in the SH in this paper.

Figure 5 shows the horizontal distributions of the
zonal wind and QGPV gradient in each month from
January to December at 300 hPa. While the subpolar jet
is located around 50°S throughout the year, the sub-
tropical jet is observed only in austral winter around

FIG. 2. One-point correlation maps of (a) unfiltered and (b) high-pass-filtered meridional winds at 300
hPa at 0000 UTC 9 Aug 1990. Contour intervals are 0.1. Negative correlation coefficients are shaded. A
cross represents the base point at 50°S, 75°E.

FIG. 3. Two-dimensional power spectrum of high-pass-filtered
meridional wind in the energy content form as a function of zonal
wavenumber per latitude circle and frequency (day	1) at 50°S at
300 hPa averaged throughout the year. Positive and negative
wavenumbers represent eastward and westward propagations, re-
spectively. Top and right axes represent the zonal wavelength and
ground-based wave period, respectively. Ground-based phase ve-
locities of 10 (solid), 20 (dashed), and 30 m s	1 (dotted) are
shown.
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30°S. Both the subpolar and subtropical jets accompany
maxima of the QGPV gradient.

Figure 6 shows the horizontal distributions of KE and
the QGPV gradient in each month from January to
December at 300 hPa. While the distributions of KE
and the QGPV gradient accord very well around the
subpolar jet, the maxima of the QGPV gradient asso-
ciated with the subtropical jet do not have correspond-
ing isolated maxima of KE. The absence of KE maxima
around the subtropical jet in the SH is also reported by
Sato et al. (2000).

b. Phase velocity

Figure 7 shows a scatter diagram of intrinsic phase
velocity (i.e., phase velocity relative to the longitudi-
nally averaged zonal wind) of the high-pass-filtered dis-
turbances versus QGPV gradient averaged over the
longitude region of 30°W–60°E–150°E at 50°S and 300
hPa. The longitude region of 30°W–60°E–150°E was
chosen because the QGPV gradient is maximized and
the tropopause disturbances are most active there (Fig.
6). The ground-based phase velocity is estimated using
the longitudinally lagged cross-correlation between two
longitudinal data series of high-pass-filtered meridional
wind in the longitude region of 30°W–60°E–150°E with
a 6-h time difference. When the maximum cross-
correlation coefficient is larger than 0.7, the corre-
sponding lag of longitude divided by 6 h is taken as the
ground-based phase velocity. The intrinsic phase veloc-
ity is computed as the ground-based phase velocity mi-
nus the zonal wind averaged over the longitude region
of 30°W–60°E–150°E. The data are plotted only when
the longitudinally averaged QGPV gradient is maxi-
mized at 50°S and 300 hPa. The gray dashed line in Fig.

7 represents the least squares linear fit to the data when
the intrinsic phase velocity and QGPV gradient are
taken to be the dependent and independent variables,
respectively. The intrinsic phase velocity and QGPV
gradient show a clear negative correlation (i.e., the
magnitude of the intrinsic phase velocity gets larger as
the QGPV gradient increases), whose correlation coef-
ficient (	0.63) is significant at the 99% confidence
level.

In the edge wave solution of Rivest et al. (1992), the
intrinsic phase velocity is proportional to the QGPV
gradient integrated with height over the tropopause re-
gion (B6). To demonstrate a quantitative relationship
between the intrinsic phase velocity of the tropopause
disturbances and that of Rivest et al.’s edge wave solu-
tion, the intrinsic phase velocity of Rivest et al.’s solu-
tion is shown by the gray solid line in Fig. 7, where the
QGPV gradient is integrated over a depth of 3 km, the
background zonal wind at the tropopause is set to 36
m s	1 (see Fig. 6), and the other parameters are the
same as those in Rivest et al. (1992). The intrinsic phase
velocity of Rivest et al.’s solution is in good agreement
with that of the tropopause disturbances shown by the
gray dashed line, both qualitatively and quantitatively.

c. Phase structure

To examine the phase structure of the tropopause
disturbances, longitude–pressure lag-correlation maps
of high-pass-filtered geopotential, temperature, and
omega velocity at 50°S are presented in Fig. 8. Longi-
tudinal lag-correlation coefficients are averaged over
the same 1284 cases as in Fig. 7. The reference point is
marked by “�” for each component. The reference
points for the geopotential and temperature maps are
taken at 300 and 500 hPa, because the kinetic and po-
tential energy of the tropopause disturbances are maxi-
mized at 300 and 500 hPa, respectively, as shown later.
The lag-correlation map of omega velocity shows a
similar structure for both the reference points at 300
and 500 hPa. The geopotential fluctuation exhibits a
nearly barotropic structure and has a zonal wavelength
of 2500–3000 km. The temperature fluctuation changes
its sign across 300 hPa. The omega velocity fluctuation
abruptly loses the correlation above 200 hPa. Note that
because the lag-correlation map represents a phase
structure relative to the reference point, Fig. 8 does not
mean that the omega velocity is in phase with the geo-
potential and temperature (i.e., omega velocity is 90°
out of phase with geopotential and temperature, as
shown in Fig. 12). These phase structures of geopoten-
tial, temperature, and omega velocity are in good
agreement with previous observational studies of
tropopause disturbances [e.g., Fig. 10 of Sato et al.

FIG. 4. Time–latitude section of zonal-mean KE (shades) and of
the latitudinal gradient of QGPV (contours) at 300 hPa. Contour
intervals are 4 � 10	11 m	1 s	1. Two annual cycles are shown.
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FIG. 5. Horizontal distributions of zonal wind (shades) and latitudinal gradient of QGPV (contours) at 300 hPa in the SH from
January through December. Dashed circles show latitudes of 60° and 30°S. Contour intervals are 8 � 10	11 m	1 s	1.
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FIG. 6. The same as Fig. 5, but for KE rather than zonal wind (shades).
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(1993); Fig. 10 of Hakim (2000); Fig. 9 of Hakim and
Canavan (2005)]. These features are also consistent
with the edge wave solution of Rivest et al. (1992), in
which the fluctuations are barotropic, the temperature
fluctuation changes its sign across the tropopause, and
the vertical velocity is attenuated quickly in the strato-
sphere [e.g., Fig. 4 of Rivest et al. (1992); Figs. 12a–c
herein]. The zonal wavelength of the omega velocity
fluctuation looks shorter than that of the geopotential
and temperature, because the omega velocity of non-
monochromatic waves weights shorter horizontal wave-
lengths compared to the geopotential and temperature.
On the other hand, this correlation-based method can-
not describe the vertical variation of the disturbance
amplitude, because the correlation is inevitably larger
near the reference point. In the next subsection, poten-
tial and kinetic energy, and potential-to-kinetic energy
ratio are presented in order to give additional informa-
tion on the vertical structure of the tropopause distur-
bances.

d. Vertical distributions

Figure 9 shows the vertical distributions of KE, po-
tential energy [PE � (RT �/NH0)2/2], and PE/KE at
50°S from January to December. While the KE is maxi-
mized at 300 hPa in all months, the PE is maximized at

200 and 500 hPa. As a result, PE/KE is mostly maxi-
mized at 150–200 and 500–700 hPa and minimized at
300 hPa. Such a vertical variation of PE/KE is incon-
sistent with Rivest et al.’s edge wave solution, in which
PE/KE is unity throughout the troposphere and the
stratosphere.

Although Rivest et al. (1992) employed the Bouss-
inesq approximation, the effect of density stratification
is expected to be small because the Rossby height
(HR � f/�N  2 km, where � is a horizontal wavenum-
ber and 2�/�  2500 km) of edge waves is much smaller
than the scale height (� 9 km) in Rivest et al.’s model.
The Rossby height represents the extent of vertical
penetration of an edge wave. The horizontal scale of
about 2500 km is obtained by the previous observa-
tional studies from a wave perspective (Sato et al. 1993,
2000; Hirota et al. 1995; Yamamori et al. 1997) and is
also used in Rivest et al. (1992).

Another feature of the observations is that the
maxima of PE/KE in the troposphere (i.e., 1–1.2) are
much larger than those in the stratosphere (i.e., 0.4–
0.5). If the vertical scale of tropopause disturbances is
defined as the e2-folding scale of KE (i.e., the e-folding
scale of streamfunction), it is estimated at about 5 km in
the stratosphere. Because the vertical scale of Rivest et
al.’s solution given by the Rossby height is about 2 km
in the stratosphere, it is significantly smaller than the
observed vertical scale. Thus, while the phase velocity
and phase structure of tropopause disturbances are in
good agreement with Rivest et al.’s solution, the verti-
cal structure is clearly different.

4. Corrections to the vertical structure of edge
waves

a. Finite-depth tropopause

To investigate the vertical structure of edge waves
when the tropopause has a finite depth, the QGPV
equation (A8) is numerically solved as an eigenvalue
problem, following Rivest and Farrell (1992) and Far-
rell (1982). When the latitudinal variation of the Corio-
lis parameter is set to zero (i.e., f-plane approximation),
the QGPV equation has a neutral solution localized at
the tropopause (see Fig. 16 of Rivest and Farrell 1992)
corresponding to the edge wave solution in Rivest et al.
(1992). Figure 10 shows the zonal cross sections of non-
dimensional streamfunction, potential temperature,
and vertical velocity of the neutral solution under the
same background flow and parameter settings as those
of Rivest and Farrell (1992). All of the variables are
nondimensionalized. Descriptions of background flow
and parameter settings are given in appendix A. The
tropopause defined by the maximum of QGPV gradi-

FIG. 7. Scatter diagram of intrinsic phase velocity of the high-
pass-filtered disturbances vs QGPV gradient averaged over the
longitude region of 30°W–60°E–150°E at 50°S and 300 hPa; (top
right) r and N denote the correlation coefficient and the number
of data points used for the calculation of the correlation coeffi-
cient, respectively. The gray solid and dashed lines represent the
intrinsic phase velocity of the edge wave solution discussed in the
text and a linear least squares fit to the data, respectively.
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ent is located around z � 0.96. The potential tempera-
ture anomaly is continuous at the tropopause unlike
Rivest et al.’s edge wave solution, and is maximized
above and below the tropopause. The streamfunction
and vertical velocity anomalies have a structure similar
to that of Rivest et al.’s solution (see Figs. 12a–c). These
vertical structures are explained in terms of the inver-
sion of a finite-depth QGPV anomaly (Hoskins et al.
1985). Because the static stability anomaly has the same
(opposite) sign as the QGPV anomaly inside (outside)
the QGPV anomaly, the potential temperature
anomaly is maximized at the top and bottom of the
finite-depth QGPV anomaly. On the other hand, the
streamfunction (and horizontal wind) anomaly is maxi-
mized at the height of the QGPV anomaly center. It is
worth noting that the streamfunction of the neutral so-
lution asymptotically approaches that of Rivest et al.’s
edge wave solution in the limit of a zero-depth tropo-
pause [i.e., �u and �N → 0 in (A12) and (A13), respec-
tively] under the Boussinesq approximation (i.e., s � 0
in appendix A). The intrinsic phase velocity of the neu-
tral solution is hardly changed by the finite-depth
tropopause.

Figure 11 shows the vertical distributions of KE, PE,
and PE/KE of the neutral solution. While the KE is
maximized at the tropopause, the PE is maximized
above and below the tropopause and minimized at the

tropopause. Also, PE/KE is maximized above and be-
low the tropopause (PE/KE  0.8 and 1.1, respectively)
and minimized at the tropopause (PE/KE � 0). These
vertical distributions of KE, PE, and PE/KE reproduce
the observed structure shown in Fig. 9 quite well both
qualitatively and quantitatively, although a few differ-
ences from the observations remain. The PE/KE ratio
in the stratosphere does not show as well-defined
maxima as do the observations in austral winter. This is
probably because the short-period disturbances local-
ized around the stratospheric winter polar vortex
(Tomikawa and Sato 2003) have a small PE/KE and
largely contaminate the PE/KE ratio in the middle
stratosphere during this period. In contrast, the ob-
served PE/KE distributions in the stratosphere are al-
most flat in austral summer (Fig. 9), as in the neutral
solution. However, two discrepancies still remain. First,
the difference in PE/KE maxima between the tropo-
sphere and stratosphere are not so large in Fig. 11 as in
the observations. Second, the dimensional vertical scale
estimated from Fig. 11 is 2–3 km and still smaller than
the observed value. These issues are discussed in the
next subsection.

b. Next-order corrections in Rossby number

Muraki et al. (1999) expressed the next-order correc-
tions in Rossby number (�) to quasigeostrophic dynam-

FIG. 8. Longitude–pressure lag-correlation diagrams of high-pass-filtered (a) geopotential, (b) temperature, and (c) omega velocity
at 50°S averaged over the same cases as plotted in Fig. 7. Crosses represent the reference points. Contour intervals are 0.1. Top axis
represents a horizontal distance.
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ics by representing primitive variables (�, 	u, �) in
terms of scalar and vector potentials (i.e., Helmholtz
decomposition). Muraki and Hakim (2001) applied this
method to the edge wave solution at the tropopause
and successfully reproduced the cyclone–anticyclone
asymmetry of tropopause disturbances. Figure 12
shows the zonal cross sections of nondimensional
streamfunction, dimensional potential temperature,
and vertical velocity of the edge wave solutions without
and with the next-order corrections in Rossby number
(hereafter, referred to as QG and QG�1 solutions, re-
spectively), where k � 2.3 and l � 1.4 are nondimen-
sional zonal and meridional wavenumbers, respectively,

�A � 0.03, A is a nondimensional amplitude of stream-
function, and descriptions of the background flow and
other parameter settings are given in appendix B. A
dimensional zonal wavelength corresponding to k � 2.3
is 2500 km. To treat a realistic tropopause with a cy-
clone–anticyclone asymmetry, �A � 0.03 is used here.
When �A is smaller (larger) than 0.03, the tropopause
of the QG�1 solution gets bulged (dented) at its anti-
cyclonic center. The tropopause height is maximized at
the anticyclonic center in the actual atmosphere. On
the other hand, the cyclone–anticyclone asymmetry of
the QG�1 solution comes from the nonlinear parts of
the next-order corrections (Muraki and Hakim 2001).

FIG. 9. Vertical distributions of KE (short dashed), PE (long dashed), and PE/KE (solid) at
50°S in each month of January through December.

DECEMBER 2006 T O M I K A W A E T A L . 3323



Because the amplitude of the nonlinear parts is propor-
tional to (�A)2, �A needs to be large for the cyclone–
anticyclone asymmetry to appear. When the Coriolis
parameter ( f ) and the horizontal scale (L) are fixed,
dimensional amplitudes of the QG solution are propor-
tional to �A. In the case of �A � 0.03, the dimensional
amplitude of the meridional wind disturbance is about
7 m s	1, which is almost the same as that in Sato et al.
(1993).

The QG solution shown in Figs. 12a–c represents a
clear sinusoidal structure in streamfunction, potential
temperature, vertical velocity, and tropopause height.
This QG solution is equal to Rivest et al.’s edge wave
solution except that the lower boundary is removed
here. In contrast, the streamfunction, potential tem-
perature, and vertical velocity anomalies of the QG�1

solution shown in Figs. 12d–f are concentrated toward
the cyclonic center. The tropopause height of the QG�1

solution represents a clear cyclone–anticyclone asym-
metry with a deeper cyclone and a flattened anticyclone.

The vertical distributions of KE, PE, and PE/KE of
the QG�1 solution are shown in Fig. 13. The zero-depth
tropopause is located at z � 0. The finite-amplitude
tropopause height variation resulting from the QG�1

wave is neglected. The next-order corrections are com-
puted for l � 1.8 instead of l � 1.4, as used in Figs.
10–12, because the discontinuity of PE/KE at the tropo-
pause in Fig. 13 is maximized around l � 1.8 (i.e., the

discontinuity of PE/KE at the tropopause for l � 1.4 is
about half that for l � 1.8).

The solid, dashed, dotted, and dashed-dotted lines in
Fig. 13 represent the PE/KE ratio for � � 0.1, 0.3, 0.5,
and 0.7, respectively, where �A � 0.03 is fixed. The
discontinuity of PE/KE at the tropopause gets larger as

FIG. 11. Vertical distributions of KE (short dashed), PE (long
dashed), and PE/KE (solid) of the neutral solution. KE and PE
are normalized by the maximum value of KE.

FIG. 10. Zonal cross sections of nondimensional (a) streamfunction, (b) potential temperature, and (c) vertical velocity of the neutral
solution. Contour intervals are 0.1 in (a) and (c), and 0.5 in (b). Dashed contours represent negative values. Top axis represents a
horizontal distance.
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the Rossby number increases. Because the zonal wind
at the center of the subpolar jet in the SH is 30–40 m s	1

as shown in Fig. 5, the Rossby number is expected to be
about 0.4 there. Then, the extent of the discontinuity of
PE/KE at the tropopause is about 0.15. This fact sug-
gests that the next-order corrections in Rossby number

to quasigeostrophic dynamics contribute to the forma-
tion of the large asymmetry of the PE/KE maxima be-
tween the troposphere and stratosphere.

The cyclone–anticyclone asymmetry of the QG�1 so-
lution is largely attributable to nonlinear parts of the
next-order corrections (Muraki and Hakim 2001), indi-

FIG. 12. Zonal cross sections of (a), (d) nondimensional streamfunction, (b), (e) dimensional potential temperature, and (c), (f)
vertical velocity of (a)–(c) QG and (d)–(f) QG�1 solutions. Contour intervals are 0.025 in (a) and (d), 1 K in (b) and (e), and 1 mm s	1

in (c) and (f). Dashed contours represent negative values. Thick solid lines represent the tropopause. Top axis represents a horizontal
distance.
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cating that the nonlinearity of the tropopause distur-
bances is important even within a wave perspective. On
the other hand, the discontinuity of PE/KE at the
tropopause largely results from linear parts of the next-
order corrections [cf., the third and sixth lines of (B13)].
Thus, it is found that both linear and nonlinear parts of
the ageostrophic components given as the next-order
corrections have a large effect on the spatial structure
of the tropopause disturbances. Note that these next-
order corrections do not affect the phase velocity of the
edge waves (Muraki and Hakim 2001). Because the
Muraki and Hakim model treats the tropopause as a
surface, it would be necessary to extend the theory to
the case of a finite-depth tropopause for a full compari-
son. Such an analysis lies outside the scope of this study
but would be a good topic for future work.

c. Tropopause height variations

To understand the large vertical scale of observed
tropopause disturbances, we investigate the effect of
tropopause height variations. Figure 14 shows the prob-
ability distribution functions of background dynamical
tropopause height at 50°S as a function of pressure
from January to December. The dynamical tropopause
is defined as the 	2 PVU (1 PVU � 10	6 m2 kg	1 s	1)
surface (e.g., Holton et al. 1995). The background dy-
namical tropopause height varies between 200 and 400
hPa throughout the year. The vertical distributions of
KE are computed separately for the cases when the
background dynamical tropopause is located at 400–
300, 300–250, and 250–200 hPa, and are shown in Fig.
15. It is found that the height of the KE maximum gets

slightly lower in most months as the tropopause height
gets lower. This means that the vertical distributions of
KE shown in Fig. 9 are created by the superposition of
KE distributions maximized at different heights, which
leads to a broader KE maximum and to a larger appar-
ent vertical scale. Actually, the tropopause disturbance
analyzed by Sato et al. (1993) had a vertical scale of
about 3 km, which is consistent with the theoretical
prediction (Fig. 11) when the tropopause has a finite
depth. Thus, it is considered that the large vertical scale
found in Fig. 9 is an artifact created by the superposi-
tion of tropopause disturbances having a small vertical
scale. In the same manner as the KE maximum broad-
ening, the sharpness of the PE minimum at the tropo-
pause in Fig. 9 is reduced compared to the theoretical
prediction (Fig. 11), so that the sharpness of the PE/KE
minimum at the tropopause in Fig. 9 is also reduced.

5. Summary and concluding remarks

The spatial structure and phase velocity of tropo-
pause disturbances localized around the subpolar jet in
the SH were investigated in terms of the edge wave
theory of Rivest et al. (1992) using 6-hourly ECMWF
Re-Analysis data covering 15 yr (1979–93). The intrin-
sic phase velocity of tropopause disturbances shows a
clear negative correlation with the latitudinal gradient
of QGPV at the midlatitude tropopause in terms of
daily variability. Their negative correlation is both
qualitatively and quantitatively consistent with a theo-
retical prediction using observed parameters together
with Rivest et al.’s edge wave solution. Lag-correlation
maps of the tropopause disturbances also support the
edge wave theory. On the other hand, the vertical dis-
tribution of the PE/KE ratio of the tropopause distur-
bances shows maxima above and below the tropopause
(0.4–0.5 and 1–1.2, respectively) and a minimum around
the tropopause (0.1–0.3), in contradiction to the edge
wave theory in which the PE/KE ratio should be unity
throughout the troposphere and stratosphere.

To explain this inconsistency between observations
and edge wave theory for tropopause disturbances, the
effect of a finite-depth tropopause on the edge wave
solution was examined. With a finite-depth tropopause,
the PE/KE ratio is maximized above and below the
tropopause and minimized at the tropopause, and the
maximum of PE/KE is larger in the troposphere than in
the stratosphere. These features are consistent with the
observed tropopause disturbances except for a few dif-
ferences. One difference is the observed large asymme-
try of the PE/KE maxima of tropopause disturbances
between the troposphere and stratosphere. It was
shown that the next-order corrections in Rossby num-

FIG. 13. Vertical distributions of PE/KE with the next-order
corrections in Rossby number. Solid, dashed, dotted, and dashed-
dotted lines represent the PE/KE for � � 0.1, 0.3, 0.5, and 0.7,
respectively.
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ber to quasigeostrophic dynamics could explain the
large asymmetry of the PE/KE maxima. Another dif-
ference is that the observed tropopause disturbances
had a vertical scale larger than the Rossby height, when
the vertical scale is determined by the decay of KE
away from its maximum in the mean KE distribution. It
is argued that this discrepancy primarily results from
variations in the background tropopause height, be-
cause the tropopause height variation reduces the
sharpness of the KE maximum and leads to an overes-
timate of the vertical scale of the tropopause distur-
bances. Therefore, it is concluded that most character-
istics observed for the vertical structure of tropopause
disturbances can be explained by extending the edge

wave theory to include the effects of a finite-depth
tropopause and ageostrophic dynamics.

One remarkable feature of the tropopause distur-
bances that is different from synoptic-scale waves is
that they are not dominant around the subtropical jet.
Nakamura and Shimpo (2004) showed that the sub-
tropical jet in the SH is not associated with large surface
baroclinicity. If the baroclinic interactions between
tropopause disturbances and surface disturbances are
an important amplification mechanism for tropopause
disturbances, as suggested by Yamamori and Sato
(2002), then the lack of surface disturbances resulting
from weak surface baroclinicity might lead to the weak
activity of tropopause disturbances around the sub-

FIG. 14. Probability distribution functions of background dynamical tropopause height at
50°S as a function of pressure in each month from January to December.
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tropical jet. Such a formation/amplification mechanism
of the tropopause disturbances is still an open question.
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APPENDIX A

Basic Equations and the Method of Rivest and
Farrell (1992)

Consider perturbations [q, �, u, �, w, �] (x, y, z, t) to
a basic-state flow [Q, �, U, �] (y, z), where Q � q is the

FIG. 15. The same as Fig. 9, but for KE in the case that the background dynamical tropopause
is located at 400–300 (solid), 300–250 (long dashed), and 250–200 hPa (short dashed).
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total QGPV, � � � the geostrophic streamfunction,
U � u the zonal geostrophic wind, � the meridional
geostrophic wind, w the vertical velocity, and � � � the
potential temperature. The nondimensional quasigeo-
strophic equations on an f-plane for the basic state are

Qy � 	� �2

�y2 �
1
�

�

�z � �

N2

�

�z��U, 
A1�

U � 	
��

�y
, 
A2�

� �
��

�z
, 
A3�

and for the perturbation fields are

� �

�t
� U

�

�x
� J
�, ��q � 	Qy

��

�x
, 
A4�

� �

�t
� U

�

�x
� J
�, ��	 � 	N2w 	 �y

��

�x
, 
A5�

where

q � �
H
2 �

1
�

�

�z � �

N2

�

�z���, 
A6�

u � 	
��

�y
, � �

��

�x
, 	 �

��

�z
,

J
A, B� � AxBy 	 AyBx , 
H
2 �

�2

�x2 �
�2

�y2 . 
A7�

Nondimensionalization of the quasigeostrophic system
is based on the disturbance scales x, y � L, and z � H,
and on the horizontal advective time scale t � L/V. The
other variables are scaled as U, u, � � V, w � �VH/L,
�, � � VfL, �, � � VfL�0/gH, N � N0, and
� � �0, where � � V/fL is the Rossby number. Dimen-
sional variables are taken as f � 10	4 s	1, L � 900 km,
H � 9 km, and V � 27 m s	1, where � � 0.3. We assume
a density profile that decays exponentially with height,
� � exp(	sz). In the basic state with no meridional
shear, the perturbation field is taken as � � Re[�̃(z)
expik(x 	 ct)] sinly, where c is a complex phase veloc-
ity, and k and l are zonal and meridional wavenumbers,
respectively. Then, the perturbation equation (A4) is

� �

�t
� ikU�q̃ � 	ikQy�̃, 
A8�

where

q̃ � �	m2 	
1

N2 �s �
1

N2

dN2

dz � �

�z
�

1

N2

�2

�z2��̃,


A9�

and m � �k2 � l2 is the (nondimensional) horizontal
wavenumber. Under the appropriate boundary condi-
tions

� �

�t
� ikU� ��̃

�z
� ik�y�̃ � 0 at z � 0, 
A10�

�

�t
���̃

�z
	 �s

2
	 �u��̃�� 	ikU���̃

�z
	 �s

2
	 �u��̃� at

z � zu, 
A11�

where zu is the height of the upper boundary, �2
u �

N2
um2 � (s2/4), and Nu is N at the upper boundary. The

discretized form of (A8) constitutes an eigenvalue
problem, where �̃ and c correspond to eigenfunctions
and eigenvalues, respectively.

The basic state is taken as follows:

U
z�� �
zt 	 �u�� �u tanh�z 	
zt 	 �u�

�u
� z  zt 	 �u,

z z � zt 	 �u,


A12�

N2
z� � �NS
2 	 NT

2

2 ��1 � tanh�z 	 zt

�N
��

� NT
2 e	s
z	zt�, 
A13�

where s � 1, zt � 1, �u � 0.15, �N � 0.05, N2
T � 1, and

N2
S � 4.5. Vertical distributions of basic-state N2, U,

and Qy are presented in Fig. A1. The vertical distribu-
tion of basic-state N2 reproduces very well the mean N2

FIG. A1. Vertical distributions of (left) N 2 (solid) and
latitudinal gradient of QGPV (dashed) and (right) zonal wind.
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profile computed with ECMWF Re-Analysis data in
Birner et al. (2002), although the sharp maximum of N2

just above the tropopause found in high-resolution ra-
diosonde data (see Fig. 1b of Birner et al. 2002) is not
seen in Fig. A1. However, the tropopause disturbances
are reproduced well in the ECMWF operational analy-
sis, so the N2 profile given by (A13) is apparently re-
alistic enough to describe the tropopause disturbances.
In Figs. 10 and 11, k and l are 2.3 and 1.4, respectively.
More details of the calculation method are given in
Rivest and Farrell (1992).

APPENDIX B

Calculation of the Next-Order Corrections in
Rossby Number

The primitive variables (u, �, �) can be represented
using three potentials (�, F, G) [i.e., Helmholtz decom-
position] as

�
�

	u

	
� � �

�x 	 Gz

�y � Fz

�z � Gx 	 Fy

� . 
B1�

Small Rossby number (� K 1) and small aspect ratio
(H/L K 1) are assumed. Dimensional variables are the
same as in appendix A. After expanding the potentials
in Rossby number according to � � �0 � ��1 � �2�2

� . . . , the nondimensional primitive equations at the
leading order in Rossby number are equivalent to the
quasigeostrophic equations. Thus, under the same basic
state as that in Rivest et al. (1992), given by

U
z� � �ST: 0,

TR: �Tz,
N2
z� � �ST: NS

2,

TR: NT
2 ,


B2�

where ST and TR denote the stratosphere and tropo-
sphere, respectively, the tropopause is located at z � 0,
�T � 1, N2

T � 1, and N2
S � 4.5, and the leading-order

equations have the same edge wave solution as Rivest
et al. (1992) in a moving frame with a zonal phase speed
of c,

�0 � �ST: A coskx cosly exp
	mNSz�,

TR: A coskx cosly exp
mNTz�,

B3�

c � 	
�T

mNT
2 � 1

NS
�

1
NT

�	1

, 
B4�

where A is an amplitude. Note that F0 � G0 � 0.
From (A1), the QGPV gradient at the zero-depth

tropopause is written as

	
0	

0�

Qy dz � 	
Uz

N2
0�

0	
�

�T

NT
2 . 
B5�

Then it is possible to express c as

c � 	

	
0	

0�

Qy dz

m � 1
NS

�
1

NT
�	1

. 
B6�

The next-order corrections of u, �, and � are given by

�1 � �x
1 	

1

N2 Gz
1,

	u1 � �y
1 �

1

N2 Fz
1 � ��z

0

	1 � �z
1 � Gx

1 	 Fy
1, 
B7�

where � � �T /(N2
S 	 N2

T). The next-order corrections
to the potentials are

�1 �
1

2N2 
�z
0�2 	 
Uz � �N2�z�y

0 � Uz	�y
0 dz � �̃nl

1

F1 � �y
0�z

0 � UzN2z	�xx
0 dz � c�z

0 � Uz�0,

G1 � 	�x
0�z

0 � UzN2z	�xy
0 dz. 
B8�

The nonlinear part �̃1
nl is given by

�̃nl
1 � �ST: �AKL cosKx cosLy exp
	MNSz�,

TR: �BKL cosKx cosLy exp
MNTz�,


B9�

where M � �K2 � L2 and the sum is over the wave-
numbers


K, L; M� � 
0, 0; 0�, 
2k, 0; 2k�, 
0, 2l; 2l �, 
2k, 2l; 2m�.


B10�

The coefficients are

AKL � �	� M

NT
�

�T

cNT
2 �

�

c�F1 � F2� · D	1, 
B11�

BKL � ��M

NS
	

�

c�F1 � F2� · D	1,

D � 	
�T

cNT
2 	 M� 1

NS
�

1
NT

�,

F1 �
NS � NT

8
NS 	 NT�
m2A2, F2 �

	C1M2 � C2

4
A2,

C1 �
�T

2cNT
2 , C2 �

�C1

c2 ��T

NT
2 � 2��. 
B12�

By substituting (B8) into (B7), the next-order correc-
tions in u, �, and � can be obtained. Then, the PE/KE
ratio is given by
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ST: �1 � �2��13m4 � 2
2k2 � m2�2 � 2
2l2 � m2�2

16
A2 � 3m2A22 �

4A22
2
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	2mNSz�

�
8

m2A2 �k2A20
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2

�
2
m
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16
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�k
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2lNTz���	1

. 
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In Fig. 13, A � 1, k � 2.3, and l � 1.8. More details of
the derivation are given in Muraki and Hakim (2001).
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