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ABSTRACT

In a recent study, Williams introduced a simple modification to the widely used Robert–Asselin (RA) filter

for numerical integration. The main purpose of the Robert–Asselin–Williams (RAW) filter is to avoid the

undesired numerical damping of the RA filter and to increase the accuracy. In the present paper, the effects of

the modification are comprehensively evaluated in the Simplified Parameterizations, Primitive Equation

Dynamics (SPEEDY) atmospheric general circulation model. First, the authors search for significant changes

in the monthly climatology due to the introduction of the new filter. After testing both at the local level and at

the field level, no significant changes are found, which is advantageous in the sense that the new scheme does

not require a retuning of the parameterized model physics. Second, the authors examine whether the new

filter improves the skill of short- and medium-term forecasts. January 1982 data from the NCEP–NCAR

reanalysis are used to evaluate the forecast skill. Improvements are found in all the model variables (except the

relative humidity, which is hardly changed). The improvements increase with lead time and are especially ev-

ident in medium-range forecasts (96–144 h). For example, in tropical surface pressure predictions, 5-day fore-

casts made using the RAW filter have approximately the same skill as 4-day forecasts made using the RA filter.

The results of this work are encouraging for the implementation of the RAW filter in other models currently

using the RA filter.

1. Introduction

There are several time-stepping schemes for the nu-

merical integration of the differential equations repre-

senting the evolution of a dynamical system (e.g., Durran

1991). The particular scheme chosen for any given in-

tegration will depend upon a compromise between the

desired accuracy, stability, computational efficiency, ease

of implementation, and run-time memory requirements.

While it is always hoped that simulations will be in-

sensitive to time-stepping choices, the evidence suggests

that this hope may be forlorn (e.g., Pfeffer et al. 1992;

Williamson and Olson 2003; Zhao and Zhong 2009).

Therefore, the following question naturally arises: Which

of the many possible time-stepping schemes offers the

most realistic simulations for the least computational

expense?

A centered time-stepping scheme known as the

leapfrog—and specifically the Robert–Asselin (RA) fil-

tered version—is a widely used option in contemporary

models of the atmosphere and ocean. This popularity is

mainly due to three factors: the ease of implementation,

the low computational expense (only one evaluation of the

model’s tendency is needed per time step), and the low

run-time storage requirements. The most serious problem

associated with the leapfrog scheme is the ‘‘time split-

ting’’ instability associated with the creation of a spurious

computational mode. The RA filter provides a consider-

able amelioration of this problem. The application of this

filter, however, while damping the computational mode,

can also have the undesired effect of significantly damping

the physical mode of the solution, hence degrading its

accuracy. In recent work, Williams (2009) introduced a

simple modification to the RA filter, with the objective of

improving its performance while avoiding its associated
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problems; the modification will hereafter be referred to as

the Robert–Asselin–Williams (RAW) filter.

To date, the effects of the RAW filter have been tested

only in a simple linear model representing inertial oscil-

lations of the simple harmonic type (Williams 2009). In

the present paper, the filter will be implemented and

tested in the Simplified Parameterizations, Primitive

Equation Dynamics (SPEEDY) model (Molteni 2003),

a relatively simple nonlinear atmospheric general cir-

culation model (AGCM). Our objectives are to examine

whether the use of the RAW filter changes either the

climatology or the skill of weather forecasts, or both. For

the first objective, we will calculate the local and field

significance, following Livezey and Chen (1983). For the

second objective, we will calculate the anomaly corre-

lation coefficient (ACC) and the root-mean-square er-

ror (RMSE), using base data from the National Centers

for Environmental Prediction (NCEP) reanalysis. For

both the climatology and the forecasts, we will assess

whether the upgrade from RA filter to RAW filter causes

any significant changes.

This paper is organized as follows. Section 2 contains a

short description of the RAW filter. Section 3 gives a brief

description of the SPEEDY model in which we are testing

the filter. Section 4 studies the effects of the RAW filter on

the climatology of the model; it is divided into two sub-

sections, assessing the local significance and the field sig-

nificance of the variables, respectively. In section 5, we

look for improvements in the skill of short- and medium-

term weather forecasts due to the introduction of the

RAW filter. Section 6 concludes the paper with a summary

and discussion.

2. The RAW filter

The centered discretization scheme known as the leap-

frog is implemented as follows:

›x

›t
5 F(x)0x

n11
5 x

n�1
1 2DtF(x

n
). (1)

The leapfrog scheme is a widely used numerical integra-

tion method, in particular for hyperbolic equations and

complex models. There are two main reasons for this.

First, being a centered scheme, it is reasonably accurate

and has an error of order O(Dt)2. Second, it requires only

one computation of the time derivative per time step,

and is therefore reasonably computationally efficient. The

leapfrog scheme, however, introduces into the solution of

the equation a spurious computational mode besides the

actual physical mode (e.g., Kalnay 2003). This undesired

mode manifests itself in nonlinear integrations as a spuri-

ous, growing oscillation between even and odd time steps.

Several approaches have been proposed to combat

the growth of the computational mode; the most widely

used is the RA filter. This filter was introduced by Robert

(1966) and was shown by Asselin (1972) to suppress the

computational mode while leaving the physical mode

untouched for low frequencies with long periods com-

pared to the time step Dt. The RA filter is implemented in

leapfrog integrations as follows:

x
n11
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n
)
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The smoothing parameter n in Eq. (2) is usually chosen

to be O(0.01 2 0.2). The choice of this parameter is

important: if its value is too small it can hardly manage

to dampen the computational mode, but if it is too large it

can lead to loss of accuracy in the solution. In his original

analysis, Asselin (1972) studied values up to n 5 0.2. For

atmospheric models, Durran (1991) notes that values of

n 5 0.12 are typically used in the National Center for

Atmospheric Research (NCAR) community (Williamson

1983); Déqué and Cariolle (1986) consider values as high

as n 5 0.2 and so does the Geophysical Fluid Dynamics

Laboratory (GFDL) Modular Ocean Model (MOM). For

oceanic models Kantha and Clayson (2000) recommend

values between n 5 0.1 and n 5 0.3.

Although the RA filter is widely used in operational and

research models of the atmosphere and ocean (Williams

2009), it has two related problems. First, besides damping

the computational mode, the filter also weakly damps the

physical mode, especially at high frequencies. This damp-

ing may become important for long integrations. Second,

the RA filter degrades the accuracy of the unadulterated

leapfrog scheme, since, by being uncentered in time, the

RA-filtered leapfrog is only first-order accurate.

To ameliorate the negative effects that the RA filter has

on the physical solution of the model, Williams (2009)

introduced a modification that we refer to as the RAW

filter. The original RA filter reduces, by a factor of (1 2 n),

the magnitude of the temporal curvature of the state, and

it is this smoothing effect that damps the computational

mode. However, the filtering also changes the mean value

of the state, averaged over the three time levels:

M 5
x

n11
1 x

n
1 x

n�1

3
6¼

x
n11

1 x
n

1 x
n�1

3
. (3)

Williams (2009) showed that, when used with the leap-

frog scheme, it is this nonmean-conserving feature of the

filter that degrades the numerical accuracy. In the same

work, the author tackled this problem by introducing

an extra step in the filtering process, in order to include

the possibility of conserving the mean value. The resulting
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RAW filter is implemented in leapfrog integrations as

follows:

x
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The RAW filter introduces an extra operation that is

simple and does not represent a considerable compu-

tational expense with respect to the RA filter. It also

introduces a new parameter, a 2 [0, 1]. Taking an un-

damped oscillation equation dF/dt 5 ivF, Williams

(2009) found the amplification relationship for the

RAW filter to be
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In the amplification relation in Eq. (5), Dt corresponds to

the time step of the numerical solution of the equation.

Figure 1 (taken from Williams 2009) illustrates the be-

havior of Eq. (5)—for a fixed value of n (taken to be

0.2)—with respect to vDt. Each curve illustrates the effect

of a different value of a on the numerical amplification

(or numerical dissipation) of a free wave oscillation,

which is physically unforced and undamped in the time-

continuous differential equation. A value of a 5 1 cor-

responds to the traditional RA filter. From this figure we

can see that, for a value of a 5 0.53 one can minimize the

spurious, numerical impacts on the physical solution and

obtain the closest match to the exact solution over

a broad frequency range.

In Williams (2009), the RAW filter was tested in a sim-

ple linear system representing harmonic inertial oscilla-

tions. For this model, an explicit analytical solution exists

and therefore it is easy to visualize and compare the ef-

fects of both the RA filter and the RAW filter in the nu-

merical solution of the model. The purpose of the present

work is to implement and test the RAW filter in a more

realistic atmospheric model, which is described in the next

section.

3. The SPEEDY model

In the present paper, we implement and test the RAW

filter in a model that is more representative of those used

in operational numerical weather predictions and cli-

mate simulations. In particular, we choose to use an

AGCM known as SPEEDY (Molteni 2003). This model

has a spectral primitive equation dynamic core and a set

of simplified physical parameterization schemes. The

model is chosen because it achieves computational ef-

ficiency while maintaining realistic simulations simi-

lar to those of state-of-the-art AGCMs with complex

physics.

Miyoshi (2005) adapted SPEEDY for use in data as-

similation, with output every 6 h. This implementation

has a resolution of T30L7, with horizontal spectral

truncation at 30 wavenumbers and 7 vertical levels. Data

are output on a horizontal grid of 96 longitudinal and

48 latitudinal points. The model includes basic physical

parameterizations, the description of which can be found

in the appendix of Molteni (2003). The SPEEDY model

is formulated in s coordinates and calculates five field

variables: zonal wind u, meridional wind y, temperature

T, relative humidity q, and surface pressure ps. The geo-

potential height z for different pressure levels may be

obtained by interpolation. We will also consider the var-

iable precipitation, which the SPEEDY model is able to

diagnose. These seven variables are used in the analysis

of our results.

The SPEEDY model is based on a spectral dynamical

core developed at the GFDL (Molteni 2003). It is a hy-

drostatic, s-coordinate, spectral-transform model in the

vorticity-divergence form described by Bourke (1974).

The time stepping uses a leapfrog scheme, with the RA

filter used to suppress the computational mode. In the

integration, gravity waves are treated semi-implicitly. This

last feature is important to note since some other schemes

[such as the Adams–Bashforth third-order method de-

scribed in Durran (1991)], which could otherwise be more

efficient and accurate, become unstable under the semi-

implicit scheme, and hence are not suited for this model.

The leapfrog scheme does not present this problem.

Moreover, an analysis of the favorable performance of

the RAW filter under semi-implicit integrations can be

found in Williams (2011).

For the RA filter, a value of y 5 0.1 is applied to each

prognostic variable. In previous works with the SPEEDY

model (e.g., Miyoshi 2005), this value has been found to

be adequate for this model, and it is in accordance with

the suggested values described in the previous section.

For the present study, we have implemented the RAW

filter in the model, which required the addition of a sin-

gle new line of code [corresponding to the change from

Eq. (2) to Eq. (4)] and that did not noticeably affect the
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integration speed. We will compare and contrast a control

integration, achieved using the original RA filter, with

a second integration, achieved using the new RAW filter

with y 5 0.1 and a 5 0.53.

Given the chaotic nature of the SPEEDY model (or

any AGCM), the change in the filtering scheme for the

numerical integration will produce different solutions

beyond a week or so, even when starting from the same

initial conditions. Figure 2 illustrates this behavior for

the 500-hPa geopotential height at a given location

(Maryland at 388N, 758W). The temporal evolutions for

this variable start to show visible changes after around

8 days, and by 17 days the solutions are completely dif-

ferent. This result agrees well with the limit of pre-

dictability for the atmosphere of two weeks estimated

originally by Lorenz (1963). Because of this behavior,

it is difficult to assess the effects of the RAW filter from

single runs [as it was done in Williams (2009) with the

simple oscillations model]; instead we will have to look

at the statistics for multiple runs.

We seek to answer the following two questions in the

remainder of the paper. First, does the new time in-

tegration scheme affect the model climatology? This

question is of interest because any statistically signifi-

cant changes in the climatology may require a retuning

of the physical parameterizations. We note in passing

that such changes to the simulations need not neces-

sarily be improvements, even if a better numerical

scheme is implemented, because of the possible prob-

lem of compensating numerical and physical biases.

And, second, does the more accurate filter improve the

short- and medium-term (1–6 day) forecasts of the

model?

4. Effects of the RAW filter on the climatology
of the SPEEDY model

Since we are interested in possible changes to the

climatology of the model, in this section we would like to

consider relatively long time averages for our variables.

To strike a balance between retaining long averages and

avoiding the effects of seasonality, we choose to focus on

monthly averages. We will take the variables separately

at each of the seven pressure levels. For example, we

will consider the mean 510-hPa geopotential height for

March, denoted z510mar
, and the mean 200-hPa temper-

ature for September, denoted T200sep
. Surface pressure and

precipitation are two-dimensional fields without vertical

dependence. Taking into consideration the previous

specifications, we will have 37 variables for each month

of the year, giving 444 variables in total.

For each one of the 444 variables, we will look for

differences between the climatology generated by the

RAW filter and the climatology generated by the RA

filter. Hence, we can write our null hypothesis as

xmonth,RA 5 xmonth,RAW and our alternative hypothesis

as xmonth,RA 6¼ xmonth,RAW, where the second subscript

indicates the time-stepping method by which the vari-

able was generated.

To generate our climatology, we run the model for

Nyears 5 8 yr, and for each filter scheme separately. For

each year we compute the monthly means. Since the

value of the temporal autocorrelation of the monthly

FIG. 1. The impacts of different values of the parameter a of the

RAW filter on the numerical amplification of an unforced, un-

damped wave; taken from Williams (2009). The value of a 5 1

corresponds to the original RA filter. The value of a 5 0.53 is

a preferred choice, because it keeps the amplification close to its

exact value (unity) over a broad frequency range.

FIG. 2. The evolution of the 500-hPa geopotential height at 388N,

758W over 1 month. The line with open circles was obtained with

the RA filter. The line with closed circles was obtained with the

RAW filter. Each circle denotes a 6-h mean value. The initial

conditions were identical in both integrations.
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means from one year to the next is very low, it is accept-

able to neglect it when computing the statistics. If our

variables were daily values instead of monthly averages,

then we would surely need to consider this temporal au-

tocorrelation and use a more suitable method, such as the

moving blocks bootstrap proposed by Elmore et al.

(2006).

a. Local significance

It is important to distinguish between local variations

and field variations. For the former case, we test the null

hypothesis for each variable at each vertical level and at

each point on the 96 by 48 grid. The result for each grid

point represents the local significance (Livezey and

Chen 1983). For the latter case, the way in which we take

into consideration the set of results for all the grid points

of a variable determines the field significance (Livezey

and Chen 1983), as described in section 4b.

To test the null hypothesis in the local context, we

perform the Satterthwaite–Welch (SW) version of the

t test. This test requires the data to come from normal

distributions, allows small samples, and permits the

two groups compared to have different variances. The

test statistic is

t
month

5
x

RA,month
� x

RAW,monthffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

RA,month

N
years

1
s2

RAW,month

N
years

s . (6)

In Eq. (6), x represents the interannual mean and s2

represents the interannual variance. The statistic has a t

distribution with f degrees of freedom, where f is cal-

culated as indicated in Eq. (7). This expression for the

‘‘effective’’ number of degrees of freedom is the main

difference of the SW t test from the standard t test:

f 5

s2
RA,month

N
years

1
s2

RAW,month

N
years

 !2

s2
RA,month

N
years

 !2

N
years
� 1

1

s2
RAW,month

N
years

 !2

N
years
� 1

. (7)

We perform the two-tailed version of the SW t test on all

our variables, using a significance level of alocal 5 0.05.

[Note our use of a subscript here, to distinguish this

variable name from the unsubscripted a used in Eq. (4)

for the RAW filter.] Figure 3 presents the results for the

FIG. 3. Results of applying the t test for difference of means in the variables z510 for each month with a local significance alocal 5 0.05.

Under each map we indicate the number of grid points that resulted locally significant out of the 96 3 48 grid. One asterisk denotes that the

variable is field significant (afield 5 0.05) considering finite sample size, and two asterisks denote that it is field significant considering both

finite sample size and spatial correlation. Only the month of September is field significant.
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variable z510 (i.e., the 510-hPa geopotential height) for

every month of the year. For the maps shown in this

figure, we color in blue the points with p # 0.025 and in

pink those with p $ 0.975. Hence, the pink regions are

grid points at which the climatology generated by the

RAW filter has significantly smaller values than the cli-

matology generated by the RA filter, while the blue re-

gions are grid points at which the climatology generated

by the RAW filter has significantly larger values than the

climatology generated by the RA filter.

In Fig. 3 we see no preferred regions for the significant

points, but they are instead scattered around the globe

without coherency from one month to the next. This is

true not only for this variable but for the others too (not

shown). Moreover, since we are performing the same test

in each grid point, some of the tests can be passed just by

chance. This is called the ‘‘multiplicity problem’’ by Wilks

(2005) and can lead to erroneous conclusions. One has to

ask the following question (Livezey and Chen 1983): what

is the minimum number of tests (out of the 96 3 48) that

must be passed in order to achieve some desired field

significance afield?

b. Field significance

As indicated above, one must look at the results to-

gether in a ‘‘field’’ sense. To obtain this field significance,

two effects must be taken into consideration (Livezey

and Chen 1983). The first is finite sample size. We are

performing the significance test at each of the M 5 96 3

48 grid points of the model. Each test may be regarded

as a Bernoulli trial with a probability of success equal to

the significance of the local t test, alocal 5 0.05. For the

moment, let us assume that each of the M trials is in-

dependent from each of the others. Then we can regard

the total number of tests passed as a random variable

from a binomial distribution with a total of M 5 96 3 48

trials and an individual probability of success of alocal 5

0.05.

The mass probability function and the cumulative prob-

ability density function for this discrete binomial distri-

bution are shown in Fig. 4. The distribution is centered

on 5% of 96 3 48 tests (i.e., 230.4 tests). To have a field

significance of alocal 5 0.05, the minimum number of

tests that must be passed corresponds to the 100 3 (1 2

afield)th percentile of this binomial distribution. There-

fore, if we choose the field significance to be afield 5 0.05,

then at least m0 5 255 tests must be passed.

Let us see how many variables fulfill the requirement

to be field significant at the level afield 5 0.05. For each of

the 2 1 5 3 7 5 37 variables and each of the 12 months,

Table 1 shows the number of points at which the t test

was passed (i.e., the number of points that were locally

significant). Considering the finite sample size effect, 119

out of the 444 variables are field significant. In the table,

FIG. 4. (left) Probability mass function and (right) cumulative probability function for the binomial distribution

representing the total number of local significance tests passed (assuming independence). For a total of 96 3 48 tests

of local significance alocal 5 0.05, at least 255 must be passed in order to achieve a field significance afield 5 0.05.
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these variables are bolded. The month with the most

field significant variables is September, with 26 out of 37

variables. There is apparently no preferred pressure

level or variable for the field significance to appear.
Given only the above analysis, we would lean toward

concluding that the RAW filter is indeed changing the

climatology of the SPEEDY model for a considerable

number of variables. However, a second effect must

be taken into consideration: spatial correlation. When

considering the total number of tests locally passed as

a binomial distribution, we had to assume that the tests

were independent from each other. That is, we consid-

ered that the result of a t test in a given grid point would

not affect the result of the test in the surrounding grid

points. We now improve this analysis by replacing the

binomial distribution with a null empiric distribution in

which the spatial correlation is embedded. A way to

construct this distribution is Monte Carlo simulation.

Elmore et al. (2006) describes how to generate the dis-

tribution by correlating random numbers with the data

for each one of the variables for a number of trials. We

selected this number of trials to be 1000.
Figure 5 shows the results of generating these empirical

distributions for z
510mar

, T
200sep

, y
835jul

, and u
950ago

. (We

generated the empirical distributions only for those

variables that had resulted field significant.) One can

immediately notice that these empirical distributions are

substantially broader than the corresponding binomial

distribution, having considerably heavier tails. For each

variable, the shape of the distribution will be unique,

since it contains the particular information of the spatial

correlation for that variable. They are all, however, ex-

pected to present a qualitative similarity, since there is

a common pattern of spatial interdependence for all the

variables. For our purposes (evaluating the field signif-

icance of the individual t tests), we will be particularly

interested in the upper tail of each of the distributions.
As one can see from Fig. 5—and as previously noted

by Livezey and Chen (1983) and Elmore et al. (2006)—

spatial correlation makes it more difficult to achieve the

same level of field significance. The minimum number of

local tests required to be passed is larger than with the

binomial distribution. With the field significance level

we had selected, afield 5 0.05, the minimum number of

tests that must be passed under independence is 255,

whereas for the empirical distributions, the minimum

numbers of tests are considerably larger. Table 2 shows

these numbers for the four variables under consider-

ation. Considering more than just the 4 variables in the

table, the new minimum number of tests required to be

passed ranges from around 380 to 530.
Let us conservatively consider one of the smallest of

these numbers (e.g., 390) as our minimum number of
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local tests required to be passed in order to achieve the

field significance afield 5 0.05, and let us reconsider the

results of Table 1. After considering the effect of spatial

correlation, only 8 out of the 444 variables are field

significant at afield 5 0.05. That is, only 1.8% of the

variables suffered a significant change. These variables

are identified in Table 1 with italics (in addition to the

boldface). This is clearly a huge reduction from the 119

field significant variables we had obtained under the

assumption of independence.

Hence, considering spatial correlation, we conclude

that there is no evidence to support the hypothesis that

the climatology of the SPEEDY model generated by

integrating with the RAW filter is different from that

generated by integrating with the RA filter. This is an

advantageous finding, in the sense that the new scheme

does not require a retuning of the parameterized physics.

5. Effects of the RAW filter on the skill of
short-term and medium-term forecasts

Since the climatology of the SPEEDY model is un-

changed by the introduction of the new filter, we can

now proceed to answer the question of accuracy: are

solutions obtained with the RAW filter more accurate

than solutions obtained with the RA filter?

To assess any possible accuracy improvement, we use

the anomaly correlation coefficient (ACC) for h-hour

forecasts. The ACC is a measure of the agreement

between the spatial variations in the forecast and the

analysis, each with respect to the climatology. The ACC

is calculated using

ACC 5

�
N

i51
[( f

i
� cs

i
)(a

i
� cr

i
) cosu

i
]ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�
N

i51
[( f

i
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i
)2 cosu

i
] �

N

i51
[(a

i
� cr

i
)2 cosu

i
]

vuut
,

(8)

where fi is the forecast, ai is the analysis, cri is the cli-

matology of the reanalysis, csi is the climatology of the

SPEEDY model, ui is the latitude, and N is the total

number of grid points for the variable. Note that we use

the SPEEDY model’s own climatology rather than the

FIG. 5. Distribution of the total number of local significance tests passed. The binomial

distribution (black line) corresponds to the assumption of field independence. The empirical

distributions (gray lines), which consider the spatial correlation, are shown for four variables.

These distributions were constructed via Monte Carlo simulation with 1000 iterations, as de-

scribed in the text. The vertical lines indicate the 95th percentile for each distribution. It is

noticeable that these values are substantially higher than the value of 255 (associated with the

binomial distribution) appropriate for the spatially correlated variables.

TABLE 2. Minimum number of tests (out of 96 3 48) to be passed

with a local significance alocal 5 0.05 to achieve a field significance

afield 5 0.05.

Variable

Min no. of locally

significant points

Any variable under

spatial independence

255

z
510mar

498

T
200sep

531

y835jul
387

u950aug
380
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reanalysis climatology to define forecast anomalies, be-

cause the SPEEDY model has resolution much lower

than operational forecast models, and hence larger cli-

matological errors. The subscript i labels the points on

the grid.

We perform the ACC computation for the month of

January 1982. For the analysis data, we use the NCEP–

NCAR reanalysis dataset (Kalnay et al. 1996) interpolated

onto the SPEEDY grid. The climatology of SPEEDY is

computed from the 8-yr runs for the RA filter and the

RAW filter. Following the conclusion from section 3, we

compute the climatology as follows:

x
JAN

5 (x
JAN,RA

1 x
JAN,RAW

)/2. (9)

We select 3 of the 7 vertical levels of the model, repre-

senting roughly the upper atmosphere (200 hPa), the

middle atmosphere (510 hPa), and the lower atmosphere

(835 hPa). The ACC analysis is performed for the model

variables (u, y, T, q, z) in each of the above levels, and it is

also computed for the surface variable ps.

The ACC analysis is first performed globally. The re-

sults for the five variables (excluding ps) are presented in

Fig. 6, which displays the differences ACCRAW� ACCRA.

There is a clear, general improvement due to the use

of the RAW filter, and the improvements are around

O(1023) in magnitude. The improvement increases

with lead time and is more important for medium-term

forecasts with lead times of 96, 120, and 144 h. The

variables that benefit most from the RAW filter are z

and y, while q is the only variable that has no apparent

improvement. There are almost no cases where the

difference ACC
RAW

�ACC
RA

is negative.

To examine regional differences, we finally perform

the ACC analysis for three latitudinal bands: the tropics

(258S–258N), the Northern Hemisphere midlatitudes

(258–758N), and the Southern Hemisphere midlatitudes

(758–258S). Figure 7 shows the results for the two vari-

ables that were globally most benefited by the RAW

filter: the geopotential height and meridional wind.

For the geopotential height z, the largest improve-

ments in the ACC occur in the tropics. Moreover, the

improvements start to be noticeable in the 72-h forecast,

which is earlier than for the other variables. The differ-

ence ACCRAW �ACCRA, which is of the order of 10.02

for medium-range forecasts, is larger for this variable and

region than for any other. Results are similar for the

surface pressure ps (not shown). These improvements

in the skill of medium-range forecasts, which arise di-

rectly from the upgrade to the RAW filter, increase the

anomaly correlation coefficient for surface pressure (and

500-hPa geopotential height) in the tropics by 10%–20%,

as seen in Fig. 8. As a consequence, 5-day forecasts made

using the RAW filter have approximately the same skill

FIG. 6. Increase in anomaly correlation coefficient (ACCRAW �ACCRA) for six different forecast times. The values were computed

globally for three different pressure levels and for each of the five variables. The most benefited variables are the meridional wind and the

geopotential height. The bars denote one standard deviation of the difference.
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as 4-day forecasts made using the RA filter, and 4-day

forecasts made using the RAW filter have approximately

the same skill as 3-day forecasts made using the RA filter.

For the meridional wind y, the largest improvements

in the ACC occur outside the tropics, in the three levels

of the atmosphere, and they are more noticeable as the

forecast time increases. The improvements in the tem-

perature T (not shown) are very similar to those for y, with

the largest values occurring in the Northern Hemisphere

and especially in the middle atmosphere. For the zonal

wind u (not shown), there is a moderate improvement for

the medium-term forecasts, but it is not as striking as for

the previously listed variables, and the improvement never

exceeds 0.005. For the relative humidity q (not shown), we

consistently get an improvement close to zero.

To complement the ACC analysis, an additional

RMSE analysis is performed. This statistic does not in-

volve the climatology; instead it compares directly the

forecast (generated by integrating with any of the two

filters) with the reanalysis data. We calculated a latitude-

weighted RMSE as expressed in Eq. (10):

RMSE 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N
�
N

i51
( f

i
� a

i
)2 cosu

i

vuut
. (10)

In this expression fi is the forecast, ai is the analysis, ui is

the latitude, and N is the total number of grid points for

the variable. We computed the difference RMSE
RAW

�
RMSERA for each forecast time and for each variable.

This difference should be negative for the cases in which

the RAW filter is improving the accuracy of the fore-

casts. This experiment yielded results similar to the

ACC analysis; the figures generated are not shown. For

FIG. 7. Increase in anomaly correlation coefficient (ACCRAW �ACCRA) for six different forecast times for two

variables (geopotential height and meridional wind) at three pressure levels and four different latitudinal bands. The

bars denote one standard deviation of the difference.

FIG. 8. ACC for forecasts of surface pressure in the tropics.

Notice that 96-h forecasts using the RAW filter have approxi-

mately the same skill as 72-h forecasts using the RA filter. Also,

120-h forecasts using the RAW filter have approximately the same

skill as 96-h forecasts using the RA filter.
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the majority of the variables we observed a reduction

in the RMSE, particularly for medium-term forecasts. In

the RMSE, however, it is more difficult to asses the

relative impact of the filter among the different vari-

ables, since for each of the variables we have different

units, while the ACC is nondimensional.

6. Summary and discussion

The first question asked in the present paper is: are

there any statistically significant changes in the monthly

climatology of the SPEEDY model caused by the

upgrade in the numerical integration scheme from

Robert–Asselin (RA) filter to Robert–Asselin–Williams

(RAW) filter? To answer this question, we performed a

Satterthwaite–Welch t test for the difference of means for

each variable, in order to assess local significance at the

5% level. At some grid points the tests were passed, but

these points appeared to be scattered around the globe

and showed no particular preference for location. In field

significance tests, after considering the effects of both

finite sample size and spatial correlation, we found that

there is no significant evidence to reject the null hypoth-

esis of identical climatologies. In other words, for each

month, the climatology generated by integrating with the

RA filter is the same as the one obtained with the RAW

filter. Hence, the RAW filter is suitable for use in the

SPEEDY model.

The second question asked is: is there a statistically

significant improvement in the skill of short- to medium-

term (24–144 h) forecasts caused by the upgrade from

RA filter to RAW filter? To answer this question, an

ACC analysis was performed for 24-, 48-, 72-, 96-, 120-,

and 144-h forecasts for the month of January 1982. As

analysis data we used the NCEP–NCAR reanalysis data-

set interpolated onto the SPEEDY grid. The model cli-

matology was generated by 8-yr integrations of SPEEDY.

The ACC analysis was performed on three pressure levels

(835, 510, and 200 hPa), both globally and by latitude. A

complementary RMSE analysis was performed following

the same scheme, and yielding the same conclusions as the

ACC analysis.

In general, an improvement of order O(1023) in the

ACC can be attributed to the use of the RAW filter, and

the improvement is larger for medium-term forecasts

with lead times of 72, 120, and 144 h. The geopotential

height was strongly benefited in the tropics, with ACC

increases as large as 0.02 for a 72-h forecast and 0.025

for a 120-h forecast. As a consequence, 5-day forecasts

made using the RAW filter have approximately the same

skill as 4-day forecasts made using the RA filter, and

4-day forecasts made using the RAW filter have ap-

proximately the same skill as 3-day forecasts made using

the RA filter. The meridional wind was strongly benefited

in the extratropics. The improvements in surface pressure

mimicked those in geopotential height, and the impacts

on temperature were very similar to those on meridional

velocity. The improvements for the zonal velocity were

less noticeable and there were no significant improve-

ments in the relative humidity.

The results of this work are encouraging for the use of

the RAW filter in the numerical solution of models

based on the widely used RA filter. More generally, we

have found that the skill of medium-range weather fore-

casts is sensitive to the time-stepping method, about as

much as could be expected from the use of different

physics parameterizations to improve forecast skill. We

suggest that, in future work, numerical time schemes be

revisited as a potentially important component of model

error.
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