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Values tensions and values tradeoffs in the development of 
healthcare artificial intelligence technology: a conceptual 
model of decisions to create trustworthy technology
Anna Tovmasyana,b, Netta Weinsteina,b and Brent Mittelstadtb

aSchool of Psychology and Clinical Language Sciences, University of Reading, Reading, UK; bOxford Internet 
Institute, University of Oxford, Oxford, UK

ABSTRACT
Value-action gaps may exist when values are endorsed due to 
external pressures, from low perceived behavioral control, or 
when values conflict with community norms or one another. In 
the context of developing healthcare artificial intelligence (AI), 
prosocial values like fairness and transparency are particularly 
important, yet they may clash with an instrumental value for profit. 
We recruited 185 healthcare AI developers (66.49% male, 58.92% 
White, Mage = 27.56) to examine facilitators and barriers of value- 
action congruence. Value endorsement, internalization, attitudes, 
norms, and message frequency were positively linked to behavioral 
intention to act in line with one’s values, while low perceived 
control and value tension were negatively associated with it. 
Findings highlight the need for organizational cultures that empha-
size prosocial values.
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Research into the interplay between values, attitudes, and behavior underscores the 
significant role of social influence in shaping individuals’ decision-making processes. 
For example, although holding certain values and attitudes may play a central role in 
guiding people’s behavior (Homer & Kahle, 1988; Vermeir & Verbeke, 2008), values are 
often surprisingly poor predictors of real-world value expression (e.g., Barr, 2006; Flynn 
et al., 2009). Two psychological theories could help explain this. First, the Theory of 
Planned Behavior (TPB; Ajzen, 1991) suggests that an individual’s intention to engage in 
a behavior is influenced by three main factors: attitudes, perceived social norms, and 
perceived behavioral control. These factors interact to predict behavioral intentions, 
which, in turn, guide actual behaviors. Separately, Self-Determination Theory (SDT; 
Ryan & Deci, 2000) gives reason to believe that the extent to which certain values are 
internalized will be associated with the willingness to act in line with the values (ibid.). 
The two approaches provide well-evidenced perspectives on how value-laden decisions 
might be made, but there is little work integrating them or applying them to values and 
value tradeoffs; indeed, little attention has been given to value tradeoffs despite their 
potential for explaining the value-action gap (Ajzen & Fishbein, 1975; LaPiere, 1934). 
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The current study uses healthcare artificial intelligence (AI) as a proof of concept to 
address these gaps and test the extent to which attitudes, perceived social norms, and 
values are associated with healthcare AI developers’ tradeoff decisions, specifically their 
intentions to transparently communicate about bias in their technology or pursue 
competing values.

Attitudes, Values, and Behavior

Values (e.g., fairness, transparency, success) can be understood as abstract ideals that 
provide important guiding principles (Rokeach, 1968; Schwartz, 1992, 1994; Schwartz 
et al., 1999) and remain relatively stable throughout the course of human life (Rokeach,  
1973; Stern, 2000). In contrast, attitudes represent individuals’ likes and dislikes toward 
various entities, ranging from concrete objects to abstract concepts (Hanel et al., 2021), 
though ultimately, attitudes relate back to values. Specifically, the value-attitude-behavior 
hierarchy (Homer & Kahle, 1988) posits that holding certain values is related to holding 
the value’s corresponding attitudes (Hanel et al., 2021) and, ultimately, intending to 
behave (Vermeir & Verbeke, 2008) and behaving in a way consistent with that value 
(Homer & Kahle, 1988). Supporting these views, much research has shown that both 
values and attitudes can predict a range of behaviors, including pro-environmental 
(Dunlap et al., 1983; Gatersleben et al., 2014; Sharma & Jha, 2017; Urien & Kilbourne,  
2011), prosocial (Hackett, 2014; Lönnqvist et al., 2013; Schwartz, 2010), entrepreneurial 
(Kirkley, 2016), romantic (G. Maio et al., 2023), risk-taking (Iversen, 2004; Sleczka et al.,  
2018), and health-related choices, such as substance use (Lins de Holanda Coelho et al.,  
2018; Morell-Gomis et al., 2018). Further, values and attitudes may drive not only the 
behaviors of individuals, but also those of organizations (e.g., NHS; Smith & Malcolm,  
2010) and entire communities (Mydland & Grahn, 2012).

Applying those literatures and the value-attitude-behavior hierarchy (Vermeir & 
Verbeke, 2008) to the context of healthcare AI, attitudes shaped by values of ethical 
responsibility and patient well-being may lead to intentions to transparently commu-
nicate limitations in AI technology. However, research has shown that while holding 
certain values and attitudes may play a central role in guiding behavior (Homer & Kahle,  
1988; Vermeir & Verbeke, 2008), they are often surprisingly poor predictors of real- 
world value expression (e.g., Barr, 2006; Flynn et al., 2009). This phenomenon is referred 
to in the literature as the ‘value-action gap’ (Ajzen & Fishbein, 1975; LaPiere, 1934). For 
example, people may have the value of preserving the environment yet take little to no 
action that gives expression to this value (Barr, 2006; Flynn et al., 2009). Sometimes this 
may be due to factors such as lack of access to recycling facilities or competing demands 
on their time and resources (Gifford, 2011), but such barriers do not provide 
a comprehensive account for this gap.

Another reason for the values-action gap (Ajzen & Fishbein, 1975; LaPiere, 1934) may 
be that in consequential real-life behaviors, multiple co-existing values act on any given 
behavior – as one value inspires a corresponding action, another value acts as a deterrent 
to the same action. Individuals may hold abstract ideals that do not fully translate into 
concrete action, particularly if those conflict with other important values, resulting in 
values tension (Hitlin & Piliavin, 2004). For example, a company leader may hold values 
of achieving success and protecting the environment and must decide between 
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maximizing profits and minimizing environmental impact. In such cases, a decision on 
how to act may depend on the trade-off between competing values (Le Grand, 1990).

Values when Developing Healthcare Technology

One of the contexts where value-behavior alignment is becoming increasingly important 
is in the development of healthcare AI. Healthcare providers rely more and more on these 
technologies to make diagnostic and treatment decisions, as well as allocation and patient 
care management (Asan et al., 2020). Yet there is evidence that such systems may 
perpetuate bias regarding gender, ethnicity, and income (Nelson, 2019). Further, some 
patients and healthcare providers report resistance to using AI algorithms because of a 
lack of understanding how the systems may be making decisions (Cadario et al., 2021; 
Richardson et al., 2021; Shinners et al., 2020). Therefore, it is crucial that their developers 
behave in line with the values of fairness and transparency to ensure that the technology 
they produce makes accurate and equal diagnostic and treatment decisions that provide 
high-quality care without discrimination (Ghassemi & Mohamed, 2022). Further, it is 
important to encourage full disclosure of technology limitations when these standards 
are not met (Walmsley, 2021). Specifically, the fairness value is particularly important in 
ensuring that technologies are developed and deployed in a way that does not discrimi-
nate against individuals or groups based on their race, gender, age, religion, or other 
characteristics. Following this value in practice involves costly decisions that most often 
require additional heavy investment (Barocas & Selbst, 2016; Wachter et al., 2020), yet 
fairness values provide reason to accept these costs – that is, investing resources can 
enable those developers who value it to design and train AI algorithms to do so in a way 
that does not perpetuate existing biases or inequalities.

Alongside fairness, transparency is increasingly recognized as essential in the devel-
opment of healthcare AI technologies (Walmsley, 2021). The principle of transparency 
refers to the ability of individuals and organizations to access information about how AI 
algorithms are designed, trained, and deployed, as well as making customers and society 
aware of the possibility of bias in, and limitations of, the technology (Burrell, 2016; 
Mittelstadt, 2021). By promoting transparency, AI developers can build trust and 
accountability among their users, regulators, and other stakeholders (Veale & Binns,  
2017). Transparency can also help ensure that AI systems are being used ethically and 
that potential biases or errors are being addressed in a timely and effective manner 
(Mittelstadt et al., 2016). Thus, for those developers who value transparency, there are 
multiple reasons to apply this self-transcendence value to the AI workplace.

Yet, the implementation of transparency can present challenges in terms of protecting 
intellectual property and trade secrets, as well as potentially harming sales of the product 
(Wachter et al., 2017). For example, being transparent about an error in the algorithm 
that may result in technology being less accurate in making diagnostic decisions for 
certain groups of people may result in having to do additional training for the algorithms, 
which could be expensive and time-consuming, as well as potentially discouraging 
consumers from buying the products. Here, the self-transcendence values of transpar-
ency and fairness are important (Walmsley, 2021), yet they may be in tension with a self- 
enhancement value of most organizational contexts: achieving profit (Schwartz, 2003). 
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Therefore, the question arises as to which value healthcare technology developers are 
more likely to prioritize and act in accordance with.

Overall, healthcare stands out as an ideal setting to explore the complex interplay 
between ethical considerations and AI design. In particular, the notion of fairness takes 
center stage within healthcare AI applications. The need for unbiased decision-making 
processes is paramount in healthcare settings, where the consequences of unfair or biased 
outcomes can have profound implications for individuals’ health and well-being. By 
focusing on healthcare AI, we aim to delve into the tensions that may arise between 
different values and ethical principles in AI design, with a particular emphasis on fairness 
considerations.

It is important to note that the values of profit, fairness, and transparency may 
not necessarily be in tension with one another, and one may, in many cases, make 
decisions that are in line with all three of these values. Often, the profit is 
inherently linked to the other two values. For example, when a customer com-
plains that a product does not work well on a segment of the population, this lack 
of fairness could translate to reputation loss and loss of revenue; in these cases, 
decisions can express all three values at once. Yet, in situations where one value is 
placed in tension with another, the incongruity may pose a significant decision 
dilemma to an AI developer, and thus it is important to explore the processes that 
may underlie decision-making in these contexts.

Motivation for Values as an Explanation for How Trade-Off Decisions are 
Made

Given that technology developers in the healthcare industry may simultaneously hold 
fairness, transparency, and profit values that inform their behaviors, how do they 
choose to respond when having to act on one over another value? The answer may lie 
in the extent to which each value is internalized or perceived as being generated from 
within the self and self-identity, as opposed to being externally informed. This view is 
in line with Self-Determination Theory, a motivational theory which posits people are 
more likely to act on their intentions when those intentions are internalized in a 
manner that is consistent with other personally held beliefs and identity, and they feel 
truly important, rather than beng primarily driven by feelings of guilt, shame, or 
external pressure (Deci & Ryan, 2008). Value internalization refers to the process by 
which individuals transform externally imposed values into personally endorsed 
values that become integrated into their self-identity (ibid.). The more an individual 
internalizes a value, the more likely they are to feel a sense of personal ownership and 
commitment to that value, which, in turn, increases their motivation to act in line 
with that value (Vansteenkiste et al., 2004; Williams et al., 2004). Given the impacts of 
internalized values on behavior, it is plausible that when multiple values come into 
tension with one another, the value that is most deeply held (i.e., most fully inter-
nalized) will exert the most influence on behavior. In this case, when deciding which 
value to act upon, individuals will choose to behave in accordance with the one 
higher in internalization. To our knowledge, no studies to date have tested this 
assumption by integrating the values and motivation literatures.
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Perceived Social Norms as an Explanation for How Trade-Off Decisions are 
Made

Further, values – however well-internalized – may compete with other influences that 
shape behavior in a workplace environment, such as social norms, which can override an 
individual’s values or beliefs and limit their ability to act on them (Gollwitzer & Sheeran,  
2006), resulting in a value-action gap (Ajzen & Fishbein, 1975; LaPiere, 1934). Perceived 
social norms reflect the perceived social pressures and influences that impact behavior 
(Terry et al., 1999). On the one hand, values influence who individuals consider as 
important referents and what societal norms they prioritize (Stern et al., 1999), but on 
the other hand, as posited by the Theory of Planned Behavior (TPB), perceived social 
norms may sometimes play a more determinant role in behavior, for example, if a certain 
value is not internalized to a large extent (Deci & Ryan, 2008) or is in tension with 
another value that is more consistent with the social norms (Hitlin & Piliavin, 2004). 
Further, social pressures can play a more detrimental role via perceived behavioral 
control, where developers may believe they cannot act in line with certain values due 
to outside influences (Fennis & Aarts, 2012). In this study, we will examine competing 
explanations for predicting behavioral intentions, namely, that workplace norms 
(Treviño et al., 2014) and the frequency of messages (Podsakoff et al., 1996) regarding 
fairness, transparency, and profitability of healthcare AI systems, because both may lead 
individuals to prioritize conformity over their personal values (Cialdini & Goldstein,  
2004).

The planned study

The value-action gap observed in previous research may be due to value tensions that 
exist between multiple values acting together on one action (Kennedy et al., 2009). Such 
tensions, and the trade-off decisions that are made to express one value over another, 
offer a fascinating example of where real-world decision-making is guided by complex 
factors acting together on it in meaningful ways. These decisions are also consequential. 
For example, when developers invest in building inclusive technology that represents 
patients from many different backgrounds (e.g., sex, race, or standing on other protected 
characteristics), or choose to communicate transparently about the limitations of tech-
nology, patient care is better for more of the population. However, such value-based 
decisions come with certain costs, such as increasing the production time of the product 
or reducing an organization’s profit obtained from developing the technology. This study 
will examine how the values (self-transcendence values of fairness and transparency 
versus self-enhancement value of profit) of healthcare AI systems developers, their 
attitudes, subjective norms (measured by norms at the workplace, and frequency of 
messages about fairness and transparency), and perceived behavioral control correspond 
to their intention to communicate transparently about the limitations and to increase the 
accuracy and fairness of their technology. By integrating the TPB, SDT, and values 
literature, this study utilizes a bold approach, aiming to contribute to the refinement 
and expansion of these frameworks concerned with social influence, with healthcare AI 
being a proof-of-concept for these broader principles. Further, the study has implications 
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beyond the area of healthcare AI, contributing to understanding how decision-making 
processes are made when competing influences are in place.

We tested four a-priori directional hypotheses to build conceptual understanding of 
how value trade-offs are made, and specifically, the role of motivation in making them 
(see Figure 1):

Hypothesis 1: Based on values literature, we hypothesized that developers would 
intend to engage in behavior that is in line with their values. We anticipated that if the 
data do not support this hypothesis, such findings would lead us to conclude there is no 
evidence that the values tested link with behavioral intentions in the context of healthcare 
AI developers as hypothesized. This would indicate that other factors, not accounted for 
in our model, may play a more substantive role in guiding behavioral intentions. Such 
a result would highlight the need for a more nuanced understanding of how specific 
contexts or additional variables (e.g., immediate incentives, organizational culture) affect 
value–behavior relationships.

Hypothesis 2: Based on values and SDT literatures, we hypothesized that the more 
a value is internalized, the more likely healthcare AI technology developers would be to 

Figure 1. Summary of the hypotheses.
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intend to engage in behavior in line with this value. We anticipated that a non-significant 
finding here would suggest that internalization may not be as critical a mediator in the 
value–behavior relationship as posited by SDT. This could imply that, in organizational 
contexts, even deeply internalized values may not lead to corresponding behavioral 
intentions.

Hypothesis 3: Based on TPB literature, and accounting for values and SDT literatures, 
we hypothesized that when controlling for values internalization, attitudes, workplace 
norms, frequency of messages, and perceived behavioral control will all predict beha-
vioral intention. We anticipated that non-significant results for this hypothesis would 
challenge the comprehensive applicability of the TPB in organizational context. It might 
suggest that the combined effects of these factors are less predictive of behavioral 
intentions among healthcare AI developers than anticipated.

Hypothesis 4: Based on values and SDT literature, we hypothesized that when health-
care AI technology developers endorse multiple values that are in tension (fairness and 
transparency versus profit), value internalization would interact with value tension, so 
that the value that is more internalized drives behavior. If this hypothesis yields non- 
significant findings, it would imply that value internalization does not necessarily resolve 
tensions between conflicting values in the expected manner. This outcome would suggest 
that other mechanisms, such as external influences or situational constraints, might play 
a more significant role in resolving such value conflicts. It would suggest the need for 
a reexamination of how value tensions are navigated, and the potential need to incorpo-
rate a broader range of psychological or situational factors into our understanding of 
these dynamics.

Method

Ethical Approval

The research complied with APA and BPS ethical regulations. Ethical approval for 
this study was attained by the Psychology Department’s Ethics Committee at the 
University of Reading (22–064-NW) before undertaking study procedures. Written 
informed consent was obtained from all participants of the study before starting, 
and they were debriefed on study goals and reminded of data management 
processes at the end of the study. Participants were able to withdraw from the 
study at any point.

Open Research Practices

In line with best practices, materials, analysis code, and data can be found on Open 
Science Framework (https://osf.io/3fyqx/).
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Methodological Approach

The concept of values is regarded as a complex one that poses a challenge in 
experimental manipulation both because of its nuance and because it largely 
reflects deep-seated and long-lasting tendencies to care for some outcomes over 
others (Maio, 2016). Consequently, the majority of studies investigating the 
relationship between values and behavior have utilized correlational designs to 
examine the relationship between the two variables (e.g., Hansen, 2008; 
Mackenbach, 2014; Souchon et al., 2017). In this study, we adopted a similar 
methodological approach to examine the relationship between values and behavior 
in a workplace setting, using a sample of AI software developers. We directly 
compared competing interpretations of behavioral intentions to determine the best 
explanations of the behavioral intentions that developers would demonstrate.

Participants

We recruited healthcare AI developers for this study, i.e., professionals who specialize 
in creating AI technologies for applications within the healthcare industry. We 
specifically aimed to recruit those whose primary focus is on designing AI systems 
and software that can analyze, interpret, and make decisions based on healthcare data. 
Participants were recruited through e-mail, Twitter advertisements, and by contacting 
relevant organizations. Example organizations that were targeted by recruitment 
include Aidence, One HealthTech, and Open Medical. We also recruited on Prolific, 
a website for recruiting participants for academic studies. To recruit via Prolific, we 
used the following screeners: Work – ‘Information Technology’, Education – 
‘Computer Science’, Industry – ‘Medical/healthcare’ and ‘Software’. We required 
that participants are at least 18 years old, spoke fluent English, and met the above 
criteria regarding their affiliation to healthcare AI development. We had no other 
exclusion criteria.

Sample Size

Power was calculated for effects at Level 1, with three observations per person (one per 
value, with three values tested per person). To achieve .95 power to detect a medium 
effect size of f = .15 at the standard .05 alpha error probability we identified that N = 107 
was determined to test the first hypothesis (two predictors), N = 107 to test the second 
hypothesis (two predictors), N = 146 to test the third hypothesis (six predictors), and N =  
107 to test the fourth hypothesis (two predictors). Given the novel nature of investiga-
tion, we lack a more precise means to anticipate the effect size that will be observable in 
the final sample. However, because we were also interested in exploratory analyses, we 
opened the door to a larger sample size than is required for detecting main and modera-
tion conditions and interaction effects. We set a stopping rule precisely 1 month after we 
achieved N = 146.

The final sample size consisted of 185 participants. Of these, 66.49% identified as male, 
25.41% identified as female, 7.57% identified as non-binary or third gender, and 0.54% 
refused to declare their gender. In addition, 58.92% participants identified as White, 
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20.54% as Black, 9.73% as other, 5.95% as mixed or multiple ethnic groups, and 4.87% as 
Asian. Mean age was 27.56 years, SD = 7.36, range = 19–72 years. On average, partici-
pants spent 2.28 years in a developer role (SD = 2.28, range = 0–20 years).

Procedure

Participants signed a consent form and were asked if they wish to be contacted about 
participation in similar future studies. Participants were then asked to create their 
identifier word, which was used to identify their responses in case of participation in 
future studies or if they wish to withdraw their data from this study. Participants were 
asked to complete a value endorsement, workplace norms, behavioral intention, values 
internalization, and demographics questionnaires, and were fully debriefed at the end of 
the study.

Materials

All materials can be found on the Open Science Framework: https://osf.io/3fyqx/. To 
avoid order effects, questions were presented to participants randomly.

Demographics and Background Measures.

We asked participants to describe their gender (from a dropdown), ethnicity (from 
a dropdown), age (from a dropdown), years in the role (from a dropdown), and job 
role (open-ended).

Value-Relevant and SDT-Relevant Measures

Values Endorsement
We were interested in examining three values that relate to developers’ work: profit, 
fairness, and transparency. We asked participants to complete a three-item questionnaire 
adapted from the Schwartz Value Survey (SVS; Schwartz, 1992, 2006), which represented 
the values of fairness (referred to as ‘universalism’ in SVS, assessed with the item: ‘They 
think it is important to produce technology which is equally accurate across different 
populations’) and profit (assessed with the item: ‘Being very successful at work is 
important to them’). We also developed similar questions to assess the value of transpar-
ency (assessed with the item: ‘It is important to them to be open and transparent at the 
workplace’), which is not represented in SVS. Responses for each item were presented on 
a scale from 0 (‘not at all like me’) to 5 (‘very much like me’). Out of 1665 data points, 
there were 123 outliers in the dataset.

Values Tension
We computed three scores to assess the tensions between the three value endorsement 
scores: 1) profit being in tension with transparency and fairness; 2) transparency being in 
tension with profit and fairness; 3) fairness being in tension with profit and transparency. 
Out of 1665 data points, there were 66 outliers in the dataset. The scores were computed 
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using the following formula, and then reversed (so that higher scores indicate more 
discrepancy between the variables, and thus more tension):

Profit value tension = reversed(profit value endorsement – (transparency value endor-
sement + fairness value endorsement)/2)

Transparency value tension = reversed(transparency value endorsement – (profit 
value endorsement + fairness value endorsement)/2)

Fairness value tension = reversed (fairness value endorsement – (profit value endorse-
ment + transparency value endorsement)/2)

Values Internalization
To assess values internalization, we examined the spectrum of motivation that 
ranges from least to most internalized as described by the SDT (Ryan & Deci,  
2000). The corresponding scale follows practices by Neyrinck et al. (2006), Pelletier 
et al. (1998), and others in relation to values (see review in Howard et al., 2017 for 
these scales across a broader spectrum of behavior) and assesses different motiva-
tions and levels of value internalizations (integrated [fully internalized and con-
nected to self-identity], identified [understood to be personally important and 
meaningful], introjected [valued to avoid shame and guilt], external [held to avoid 
punishment and judgment], amotivation [not valued]). We examined the motiva-
tions for each of the three values (transparency, fairness, and profit) by asking 
participants to identify how much they have each value for the following reasons. 
Out of 1665 data points, there were 15 outliers in the dataset. To compute the 
internalization score, we used the following formula for each of the three values, 
resulting in three separate internalization scores:

Internalization = [(integrated motivation + identified motivation)] – [(introjected 
motivation + external motivation + amotivation)].

TPB-Relevant Measures

Workplace Norms
Workplace norms encompass the beliefs about the prevailing attitudes and behaviors 
within the work environment, including the expectations of colleagues, supervisors, and 
organizational culture. Participants responded to six statements, which were adapted 
from a measure of workplace norms by Dixon et al. (2015) to examine to what extent 
participants’ workplace acts in line with profit, fairness, and transparency values (two 
items per value). Example questions are ‘My company expects me to communicate 
transparently’, ‘My colleagues take responsibility for transparently communicating the 
issues that may be limiting the technology’ (on a scale from 0 [‘not at all’] to 100 
[‘extremely’]). The correlation between each pair of items within each subscale was r  
= .53 for fairness, r =.53 for transparency, and r = .67 for profit. Therefore, following pre- 
registered plans to seek relations above .70, we analyzed each of two items per subscale 
separately. Out of 1665 data points, there were 33 outliers within the first item and 30 
outliers within the second item.
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Frequency of Messages
Frequency of messages was measured in terms of exposure to workplace communication 
frequency related to the value in question. Participants were asked to estimate how 
frequently (‘never’ = 0, ‘once a month’ = 1, ‘a few times a month’ = 2, ‘weekly’ = 3, ‘multiple 
times a week’ = 4, ‘every day’ = 5) they hear (through conversation) or see (e.g., on social 
media) others talking about the following topics: transparency in communications, fair-
ness or bias in technology, and performance metrics. There were no outliers for this 
measure.

Attitudes
Participants were asked to rate their attitudes on profit, fairness, and transparency in 
healthcare AI using a 9-point semantic differential scale (−4 to + 4), with the following 
adjectives in each end: negative/positive, unpleasant/pleasant, bad/good, and undesir-
able/desirable. This is a measure widely used in the literature measure, and has demon-
strated a Cronbach’s α of > .95 in previous research (see Lins de Holanda Coelho et al.,  
2018; Maio & Olson, 1994). We averaged items to produce one score per value. For our 
sample, α for fairness = .91, 95% CI [.89, .93]; α for transparency = .91, 95% CI [.89, .93], α 
for profit = .95, 95% CI [.94, .96]. There were no outliers within the attitudes measure.

Perceived Behavioral Control
Participants were asked to assess their capacity for acting in line with the values by rating 
their agreement with six statements (two regarding profit, two regarding fairness, and 
two regarding transparency) on a 7-point scale (from 1 – completely disagree to 7 – 
completely agree). An example statement is ‘I am confident that I am able to produce fair 
technology’. This measure was adapted from Ajzen (2006), which showed a high relia-
bility score (α = .95, Liao et al., 2022). The correlation between the items was r = .57 for 
fairness, r = .42 for transparency, r = .63 for profit. Therefore, we included items 
separately in the analysis following pre-registered plans. There were no outliers within 
the measures.

Outcome Measures

Behavioral Intention
Participants were presented with scenarios of workplace value-congruent behavior 
dilemmas and given options outlining ways they would address the problem intro-
duced within each scenario. Participants were asked to think about their particular 
line of work when responding. Each response option represents one of the values 
(profit, fairness, and transparency). For each option, participants rated on a scale 
from 0 to 100 how likely they are to act this way. The scenarios and outcomes were 
written by a professional working in a radiology field with an aim to have realistic 
representation of situations at the workplace and have been validated with profes-
sionals working in the field (N = 13). During the validation, we asked healthcare 
professionals which of three values they would attribute to each course of action. 
This allowed us to examine whether participants are intending to act in line with the 
values of profit, fairness, and transparency. There were no outliers within the 
measure.
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An example scenario is as follows:

You’ve received feedback from a customer who found evidence that your algorithm doesn’t 
perform as well on a subgroup of their local population (e.g., an ethnic minority group). 
How likely are you to spend the month after . . .

Making other customers aware of the problem in case their local populations are similarly 
affected.

Pause the deployment of the software and take the time to find evidence that speaks to the 
technology’s performance on local populations (e.g., ethnic minorities compared to other 
groups), since it is important for better understanding whether the product produces fair 
results.

Design a marketing strategy that highlights the strengths of the product.

Values Trade-Off Decision Task
For each scenario measuring behavioral intention to act in line with corresponding value 
(described above), participants were asked to select the option, out of those presented, 
that they see to be the most beneficial. Effectively, they were choosing between actions 
that express value of profit versus value of fairness versus value of transparency. This was 
done by asking participants ‘What is the most beneficial course of action?’ from options 
presented to them in scenarios. The trade-off decision allowed us to examine how values 
are prioritized when having to select between competing behaviors.

Analysis Plan

A correlation table was created in JASP (Version 0.17.1). All other analyses were con-
ducted in R (Version 1 March 1056), using Hierarchical Linear Modelling (package 
lme4). Missing data was imputed via multiple imputation using ‘mice’ package in 
R. All predictors were centered. Outliers were kept in the dataset. We interpreted two 
measures to be significantly related when p < .05, but in the Discussion section we review 
conclusions drawn with a more conservative Bonferroni correction and an adjusted 
benchmark of p < .01.

Planned Primary Analyses
Hypotheses were tested by using hierarchical linear modeling with data nested within 
individuals. First, we examined measures’ reliability without nesting. Then, we restruc-
tured the data. Individual-level data were modeled at Level 2, with three value-relevant 
constructs (namely, for fairness, transparency, and profit values) nested within indivi-
duals at Level 1. This data structure yielded 1665 data points. Our hypotheses concern 
these Level 1 variables, which link value endorsement, internalization, tension, norms, 
and message frequency (as five predictors tested separately or in combination according 
to the a-priori hypothesis) to corresponding value behavioral intention defined as an 
outcome variable in each of our proposed models. We did not have a-priori hypotheses 
that concern Level 2 predictors and therefore did not plan to define them.

12 A. TOVMASYAN ET AL.



To test Hypothesis 1, which suggested that developers intend to engage in behavior that 
is in line with their values, we used the following analysis code:

model_h1 <- lmer(behavior ~ value + attitudes + (1 | developer_id), data = data_scaled) 

We planned that if attitudes and endorsement significantly relate to behavioral inten-
tion, we would consider Hypothesis 1 to be supported. We also planned that of only one 
of the tested predictor variables significantly linked to behavioral intention, we would 
consider Hypothesis 1 to be partially supported.

To test Hypothesis 2, which suggests that the more a value is internalized, the more 
likely healthcare AI technology developers are to intend to engage in behavior in line with 
this value, we used the following analysis code:

model _h2 <- lmer(behavior ~ internalization + (1 | developer_id), data = data_scaled)

We anticipated that if internalization significantly associates with behavioral inten-
tion, we would consider Hypothesis 2 to be supported.

To test Hypothesis 3, which suggests that when holding one another constant and 
controlling for the effects of values internalization, attitudes, workplace norms, frequency 
of messages, and perceived behavioral control would all predict behave intention, we 
used the following analysis code:

model _h3 <- lmer(behavior ~ attitudes + workplace_norms + frequency_of_messages  
+ perceived_behavioral_control + internalization + (1 | developer_id), data = data_scaled)

We anticipated that if value internalization, attitudes, workplace norms, frequency of 
messages, and perceived behavioral control relate to behavioral intention, we would 
consider Hypothesis 3 to be supported.

To test Hypothesis 4, which expected that when healthcare AI technology developers 
endorse multiple values that are in tension (fairness and transparency versus profit), 
value internalization would interact with value tension, so that the value that is more 
internalized drives behavior, we used the following analysis code:

model_h4 <- lmer(most_beneficial_course_of_action ~ internalization*tension + (1 | 
developer_id), data = data_scaled)

We planned that if internalization associates with the most value-consistent course of 
action chosen, over and above value tension, this would support Hypothesis 4.

Exploratory Analyses
Exploratory analysis used hierarchical regression to examine the relationship between 
norms, frequency of messages, perceived behavioral control, and behavioral intention 
when controlling for whether participants were employed, number of years in the role, 
and their level of seniority.

Results

See Table 1 for correlations between the variables.
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Planned Primary Tests

Model examining how values and attitudes are associated with value-consistent beha-
vioral intention showed that both values (b = 2.55, SE = .75, t(1194.75) = 3.39, p < .001) 
and attitudes (b = 1.73, SE = .39, t(1478.46) = 4.47, p < .001) predicted behavioral inten-
tion to act in line with corresponding values; thus, Hypothesis 1 was supported. The 
model examining the association between value internalization and value-consistent 
behavioral intention showed that the more the value was internalized, the more devel-
opers intended to act in line with this value (b = .73, SE = .24, t(1346.84) = 3.04, p = .002), 
thus supporting Hypothesis 2. The model examining the association between TPB 
variables and value-consistent behavioral intention showed that when controlling for 
internalization, attitudes (b = 1.79, SE = .38, t(1236.39) = 4.69, p < .001) and norms (b  
= .10, SE = .03, t(1647.17) = 3.17, p = .002) positively predicted behavioral intention, 
while perceived behavioral control was negatively associated with it (b = −1.74, SE  
= .53, t(1387.10) = −3.27, p = .001). Therefore, Hypothesis 3 was partially supported. 
The model examining the interaction between value tension and value internalization 
showed that, while higher internalization (b = .01, SE = .00, t(1149) = 2.59, p = .010) and 
lower value tension (b = −.02, SE = .01, t(1481) = −2.00, p = .045) were associated with 
intention to act in line with a corresponding value, they did not interact; thus, Hypothesis 
4 was not supported. See Table 2 for the summary of confirmatory results.

Exploratory Tests

Exploratory analysis indicated that when controlling for whether participants are 
employed, years in the role, and level of seniority, perceived behavioral control and 

Table 2. Summary of regression models.
Predictor b SE t df p

Model 1
Intercept 68.43 1.04 65.94 175.38 <.001
Endorsement 2.54 0.75 3.39 1194.75 <.001
Attitudes 1.73 0.39 4.47 1478.45 <.001
Model 2
Intercept 68.43 1.12 61.08 183.42 <.001
Internalization 0.73 0.24 3.04 1346.84 .002
Model 3
Intercept 68.43 0.94 73.18 161.15 <.001
Attitudes 1.79 0.38 4.66 1236.39 <.001
Norms Item 1 0.10 0.03 3.17 1647.17 .002
Norms Item 2 0.06 0.03 1.81 1624.86 .070
Frequency of messages 0.98 0.45 2.16 972.97 .031
Behavioral control Item 1 0.65 0.58 1.13 1282.53 .260
Behavioral control Item 2 −1.73 0.53 −3.27 1387.10 .001
Internalization 0.63 0.23 2.76 1038.53 .006
Model 4
Intercept 0.43 0.02 23.42 182.60 <.001
Internalization 0.01 0.004 2.59 1149.00 .010
Value tension −0.02 0.01 −2.00 1481.00 .045
Internalization x Value tension −0.00 0.004 −0.02 1660.00 .984

Endorsement and internalization refer to value endorsement and internalization scales. Specific items for norms and for 
behavioral control were analyzed separately because they correlated below the threshold for our pre-registered plans 
(r < .70). Internalization x Value tension reflects the interaction term between internalization and value tension.
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frequency of messages were not significant predictors anymore. For the summary of 
exploratory analysis, see Table 3.

Discussion

The current study aimed to use values, Self-Determination Theory (Ryan & Deci, 2000) and 
the Theory of Planned Behavior (Ajzen, 1991) literatures to explore which factors may be 
associated with behavioral intention of developers to engage in value-based actions of 
transparency (i.e., valuing honestyabout limitations of technology), fairness (valuing technol-
ogy that is equally effective at diagnosing and treating people from different backgrounds and 
demographics), and profit (valuing earning potential). These values drive key decisions made 
by develops as they invest resources in building ethical AI for use in healthcare (Hendrix et al.,  
2022; Solanki et al., 2023).

Based on values literature (Rokeach, 1973; Schwartz, 1992), we hypothesized that 
developers would intend to engage in behavior that is in line with their values (H1). This 
hypothesis was supported. Based on Self-Determination Theory literature (Ryan & Deci,  
2000), we hypothesized that the more a value is internalized and thus felt to be personally 
meaningful and part of one’s identity, the more likely healthcare AI technology developers 
would intend to engage in behavior in line with this value (H2). This hypothesis was also 
supported. Next, based on the Theory of Planned Behavior literature (Ajzen, 1991), and 
accounting for values and SDT literatures, we hypothesized that when controlling for values 
internalization, attitudes, workplace norms, frequency of messages, and perceived beha-
vioral control would all predict behavior intention (H3). This hypothesis was partially 
supported – although attitudes, frequency of messages, and workplace norms emerged as 
positive predictors of value-consistent behavioral intention, perceived behavioral control 
was inversely associated with behavioral intention. Finally, based on values and SDT 
literature, we hypothesized that when healthcare AI technology developers endorse multi-
ple values that are in tension (fairness and transparency versus profit), value internalization 
would interact with value tension, so that the value that is more internalized drives behavior 
(H4). We anticipated this would be the case because given the choice to make between two 
competing values one holds, the value that is more personally meaningful and tied to 
identity should drive decision-making. This hypothesis was not supported – there was no 
evidence that value internalization helped to drive value-expressing behavioral intentions 
when two values were in direct tension with one another.

Table 3. Results of exploratory analysis.
Predictor b SE t df p

Intercept 63.21 5.60 11.28 133.43 <.001
Attitudes 1.76 0.37 4.72 1045.36 <.001
Seniority 0.26 0.98 0.26 131.79 .795
Employment Status 6.60 4.42 1.49 131.51 .138
Years in the Role 0.09 0.44 0.21 132.87 .831
Norms Item 1 0.11 0.04 2.91 1299.82 .004
Norms Item 2 0.12 0.04 2.99 1293.49 .003
Frequency of Messages 0.79 0.51 1.54 745.93 .125
Behavioral Control Item 1 0.69 0.70 0.98 1202.97 .330
Behavioral Control Item 2 −1.14 0.67 −1.70 1286.63 .090
Internalization 0.55 0.26 2.16 536.22 .031
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In our simultaneous models, the more the value was endorsed, and the more partici-
pants held positive attitudes toward a value-consistent behavior, the more likely they 
were to intend to engage in the value-congruent behavior. These findings support both 
the Theory of Planned Behavior (Ajzen, 1991) and values (Rokeach, 1973; Schwartz,  
1992) literatures, highlighting the central role of merely holding a value or a positive 
attitude in shaping behavior. Further, consistent with values-attitudes-behavior hierar-
chy (Homer & Kahle, 1988), we observed significant positive correlations between values, 
attitudes, and behavior. This finding suggested that cultivating values and positive 
attitudes toward relevant behaviors is needed to cultivate these behaviors. In the context 
of the values we studied, this may include framing concrete and actionable fairness- and 
transparency-related behaviors in the context of employees’ existing values for those 
basic principles (Albarracin & Shavitt, 2018). Additionally, implementing workplace 
interventions, such as emotional regulation strategies like cognitive reappraisal, can 
further promote these behaviors (ibid.). Indeed, cognitive reappraisal has been shown 
to reduce automatic defensive reactions and facilitate more deliberate, value-driven 
decision-making (Sheppes et al., 2014). Organizations could implement training pro-
grams that help employees reframe fairness-related challenges in ways that align with 
their core values. By integrating these strategies, workplaces may be better positioned to 
cultivate a workplace climate that encourages fairness and transparency in daily decision- 
making.

Self-Determination Theory-based expectations were also supported, highlighting the 
importance that value internalization, which reflects the transformation from external 
regulations into personally endorsed values and self-regulation (Ryan & Deci, 2000) 
played in driving value-congruent behavior. Importantly, the benefits of value interna-
lization were independent from having the value and had additive effects – developers 
acted in line with their values when they both had a value and had internalized motiva-
tion from the value.

Internalization reflects a more autonomous, self-driven motivation, which can be 
cultivated by providing choice, support, and learning opportunities (Kenny et al., 2024) 
to help explore and identify the personal significance of a value. Within workplace 
environments, providing options to participate in courses related to fairness and trans-
parency in emerging technologies and other workplace environments may help to 
cultivate this form of motivation and facilitate subsequent behaviors that are consistent 
with one’s values.

It is possible that adopting a transformational leadership style facilitates value inter-
nalization (Sun & Henderson, 2017). Transformational leaders are characterized by their 
ability to inspire, motivate, and lead by example, which could bring a shared vision to 
a company and therefore promote higher levels of value alignment among employees 
(Pandey et al., 2016). Such leaders are also likely to use autonomy-supportive strategies 
such as articulating concrete goals, fostering intellectual stimulation, and addressing the 
unique needs of individuals (Hannah et al., 2016). By reinforcing workplace values, 
transformational leaders can create an environment where employees are more likely 
to internalize these values and engage in value-corresponding behaviors.

Our expectations in line with the Theory of Planned Behavior, that attitudes, work-
place norms, frequency of messages, and perceived behavioral control would all be 
positively associated with behavioral intention when controlling for values 
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internalization, were not supported. While attitudes, norms, and frequency of messages 
were positively related to intention to behave in line with one’s values, frequency of 
messages was not a significant predictor. Further, we were surprised to see that perceived 
behavioral control had an inverse relationship with behavioral control, in direct contrast 
to what was expected. Although perceived behavioral control is typically associated with 
greater behavioral intention, such unexpected findings have been identified in the past. 
For example, Farah (2017) found that as bank customers felt more in control of their 
banking choices, they were less, not more, likely to switch banks. Though this example is 
quite different from our own study, a possible explanation for effects across both 
investigations is that when people feel like they have sufficient control over their current 
situation, they may feel less inclined to change or engage in behaviors that would require 
effort or introduce uncertainty. Effects may also be explained through the mechanism of 
a status quo bias, a cognitive bias that describes individuals preferring situations to 
remain constant rather than change (Samuelson & Zeckhauser, 1988). It may have 
been that employees who believed they have control had become complacent, feeling 
that changing behavior or adopting new values was unnecessary or irrelevant.

Although we speculate potential mechanisms, it is worth noting that other studies, 
including Kashif et al. (2018), have shown that perceived behavioral control is typically 
associated with increased behavioral intention in organizational contexts. More gener-
ally, in organizational settings, perceived control is often influenced by hierarchical 
position and the autonomy associated with one’s role (Parker et al., 2001). In our 
study, employees in senior positions may perceive greater control over their work 
environment and decisions, while those in subordinate roles might feel constrained. 
This variation in perceived control across organizational levels could explain the contra-
dictory findings. In fact, exploratory analyses in this study showed that the effect of 
perceived behavioral control on behavioral intention diminished after controlling for 
seniority. Additionally, when adjusting for multiple comparisons, the frequency of 
messages was no longer a significant predictor of behavioral intention. Taken together, 
these findings challenge the comprehensive applicability of this component of the theory 
of planned behavior in organizational settings, particularly among healthcare AI devel-
opers. They suggest that the combined effects of attitudes, norms, message frequency, 
and perceived behavioral control may be less predictive of behavioral intentions than 
previously anticipated. Future research could examine how organizational hierarchy and 
seniority influence perceived behavioral control and its subsequent impact on behavioral 
intentions.

Integrating values and Self-Determination Theory literatures, we sought to test 
a novel interaction – that value-tension costs to behavior would be mitigated when 
having higher internalization for a value-consistent behavior. Although both higher 
internalization and lower value tension were both independently predictive of beha-
vioral intention as we describe above, they did not interact with one another. Said 
another way, there was no evidence that value internalization, in isolation, resolved 
tensions between conflicting values in the expected manner. Internalization of values 
alone may not be sufficient to reduce the cognitive dissonance or internal conflict 
associated with value tension, challenging some previous models that posit a direct 
link between internalization and value conflict resolution (Rokeach, 1973; Schwartz,  
1992). Further, the effect sizes for both variables were small, and for value tension, the 
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effect was not significant at .01 significance level. This questions the robustness of 
these predictors in organizational contexts, where complex external factors may be at 
play. Future research could examine whether barriers for behaving in a certain way, 
social pressure (Müller-Hansen et al., 2017) and external constraints, such as audits or 
organizational consequences and culture (Sonjaya, 2024) may be more effective in 
guiding behavior in the face of value tension.

Findings from this study underscore the critical role of organizational climate in 
shaping employees’ values of fairness, inclusion, and associated behaviors; ultimately, 
there may be broader implications for workplace performance (Italiani et al., 2022; 
Syarief et al., 2022). A positive organizational climate, defined by trust, transparency, 
and respect, enhances employees’ intrinsic motivation to adopt and maintain these values 
(Men & Stacks, 2014). Key practices such as providing regular feedback, recognizing 
behaviors aligned with organizational values, establishing formal codes of conduct, 
setting informal norms, leading by example, and considering individual differences 
among employees all contribute to shaping attitudes and behaviors that reflect these 
core values (Besio & Pronzini, 2014; Grojean et al., 2004). The concept of ‘ethical 
leadership,’ as highlighted in the literature, emphasizes that such an environment 
promotes not only ethical behavior and alignment with organizational values but also a 
sense of belonging and commitment among staff (Avey et al., 2012). In this way, 
a supportive organizational climate serves as a foundation for nurturing fairness, inclu-
sion, and transparency, driving behaviors that align with the organization’s mission and 
objectives, ultimately enhancing success, sustainability, and, in the context of healthcare, 
improving patient outcomes.

The results of the study should be considered in light of several limitations. First, the 
items used to measure norms and perceived behavioral control were poorly correlated, 
leading us to analyze them separately. While the direction of the effects was consistent 
across items, this issue suggests potential measurement limitations. It is possible that the 
constructs were not well captured by the specific items used or that participants inter-
preted them in different ways (Podsakoff et al., 2012). Future research should refine these 
measures to ensure stronger internal consistency and construct validity. Second, we 
measured behavioral intention rather than actual behavior, which limits the extent to 
which our findings can be directly applied to real-world actions. Indeed, the intention- 
behavior gap (Sheeran & Webb, 2016) remains a well-documented challenge in psychol-
ogy, with numerous situational and psychological barriers influencing whether inten-
tions translate into action (Ajzen, 2011; Gollwitzer, 1999). Future studies should 
incorporate longitudinal or experimental designs to assess whether the relationships we 
observed hold when examining real behavior over time. Additionally, the inclusion of 
behavioral measures, such as self-reports of enacted behaviors or observational data, 
could provide more robust insights into how values and attitudes shape actual decision- 
making.

In all, the results of the study indicated that value endorsement, value internalization, 
and attitudes are important predictors of intention to behave in line with values in the 
organizational context of healthcare AI development. Workplace norms and frequency of 
messages were also found to be associated with increased behavioral intention, whereas 
perceived behavioral control had an inverse relationship with behavior. The findings 
highlight the importance of initiatives to promote relevant values at the workplace.
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