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Abstract

Numerical weather prediction models are simulating more passive and active tracers

than anytime in history. In the next generation of dynamical cores uncondition-

ally monotone, stable, locally mass preserving algorithms are sought. Due to the

importance of local mass conservation, the historically dominant semi-Lagrangian

method may see competitors from the Eulerian frame. This thesis is concerned with

the development of slope and flux limiters for dynamical core advection algorithms.

The first investigation in this thesis regards the use and development of one-dimensional

limiters applied to the multidimensional advection equation on a uniform grid. Two

new limiter regions are derived which are sufficient for the numerical solution of the

incompressible advection to retain a local maximum principle.

The second investigation in this thesis regards the use and development of truly

unstructured multidimensional slope limiters suitable for a wider class of schemes

and meshes. A general theory is presented, with two limiters introduced capable

of preserving different local maximum principles. We then illustrate two practical

examples of how this theory can be applied. The first example introduces the limiters

and how slight improvements on state-of-the-art limiters can be achieved for second

order finite volume methods. The second example illustrates the true use of the

theory by introducing a new fourth order finite volume scheme, and how the limiting

procedures can be used for discrete maximum principles.

The third contribution of this thesis consists of a numerical study in implicit lin-

earised slope limiters and the use of implicit flux corrected transport. This approach

concerns how one can achieve stability and monotonicity at large Courant numbers,

whilst still retaining monotonicity and accuracy at low Courant numbers. A simple

one stage flux corrected transport scheme on two implicit methods emerges as a ro-

bust method achieving many of the desired properties for a dynamical core advection

algorithm.
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Chapter 1

Introduction

Fukushima, Chernobyl, and above ground nuclear tests in America have highlighted

the importance of tracking radioactive isotopes in the atmosphere including Cs137,

Cs134, Sr90. Volcanic eruptions such as Eyjafjallajökull, highlight the importance of

tracking ash in the atmosphere. The Kyoto protocol saw the importance of tracking

environmentally important tracers such as CFCs, CH4, CO2, O3. The tracking

of inert tracers such as SF6, CFC-11, CFC-12 have been found to be crucial in

studying the flow structures in the ocean [1]. Numerical weather prediction models

themselves require the modelling of active and passive tracers, such as temperature

and moisture for accurate and stable weather predictions. There are an increasing

number of desired properties required on the next generation of dynamical core

advection algorithms [2], achieving some of these requirements is the subject of this

thesis.

Advection is the transport of a quantity by the motion of a fluid and is an important

aspect of weather and climate models. However, “Modelling of highly advective

transport is embarrassingly difficult, even in the superficially simple case of one-

dimensional constant-velocity flow” B.P. Leonard 1991 [3].

There is evidence that the choice of dynamical core algorithms fundamentally affects

the simulation and prediction capabilities of operational weather centres [4]. The

dynamical core is typically one of the most costly parts of a weather prediction model

and the advection scheme is typically one of the most costly parts of a dynamical

core. This varies model to model, but for example in the Met Office NERC Cloud

model 70 percent of the total runtime is spent in the dynamical core, and 50 percent

of the total runtime is spent performing advection [5].

1.1 Motivation

The need to go beyond semi-Lagrangian

The Semi-Lagrangian method is widely used in numerical weather prediction models

[6]. The prevalence of the Semi-Lagrangian method can be in part credited to the

increase in allowable time-step without decreasing accuracy or increasing computa-

tional cost, [7], [8], theoretical stability beyond the largest Courant numbers in the
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atmosphere [9], [10], [11], and the lack of dispersive features near shocks [12]. Mak-

ing the numerical scheme hugely effective and adopted in a variety of atmospheric

settings, some notable examples in operational models include the ECMWF Inte-

grated Forecasting System, RPN Canada’s GEM model, Météo-France’s ARPEGE

model, and the Met Offices’ Unified Model.

The stability of a Semi-Lagrangian method is not limited by the Courant number,

however its accuracy is limited by the less severe Lipschitz criterion [appendix A

in Pudikiewicz, J., R. Benoit, and A. Staniforth (1985) [13]], in which the iterative

departure point calculation requires a timestep restriction for convergence. The

physical interpretation of this restriction is that trajectories do not cross each other

[14]. The practical consequence is that a timestep three to six times larger than

an Eulerian scheme can be taken without a loss in accuracy [15], and stability is

guaranteed over large Courant number ranges. The increase in stepsize and stability

lead to its widespread adoption in atmospheric dynamical cores using a latitude

longitude grid because it solved the “pole problem”. The “pole problem” is a name

given to a numerical instability commonly arising in atmospheric advection resulting

from a high local Courant number located at the poles of a latitude longitude mesh,

which occurs because the meridians of a latitude longitude mesh converge to a point

with much higher local mesh refinement than elsewhere on the Earth.

The Semi-Lagrangian method, like all numerical methods, has some disadvantages.

Although the Semi-Lagrangian method is unconditionally stable, it only remains

accurate for Courant numbers typically an order of magnitude larger than explicit

Eulerian schemes [13], beyond this the accuracy in finding a departure point is

compromised and the Semi-Lagrangian method is subject to unusual behaviour.

Hereil and Laprise found that this leads to poor representation of internal gravity

waves at high Courant numbers [15]. Bartello and Thomas [16] also point out some

(albeit perhaps controversial) concerns regarding the cost effectiveness of the Semi-

Lagrangian method for mesoscale dynamics, particularly in the presence of deforma-

tional flow with forcing terms. Despite some concerns over efficiency and accuracy

at extreme Courant numbers, the Semi-Lagrangian method has been deployed suc-

cessfully in operational dynamical cores. Stability rather than accuracy was the

primary concern for the pole problem. Although the Semi-Lagrangian method is

not inherently monotone there exists methods to embed “quasi-monotonicity” or

“shape preservation” into the Semi Lagrangian method [17], [18].

The real disadvantage for the currently operationally deployed Semi-Lagrangian

scheme is the lack of any formal conservation properties. The loss of local mass con-

servation, even in the presence of global mass fixer algorithms can have undesirable

mass drift over long time runs of the atmosphere [2]. Some researchers have pro-

posed inherently mass preserving variants of the Semi-Lagrangian method, known

as Flux Form Semi-Lagrangian. On orthogonal grids, local mass conservation can be

achieved using dimensionally split Flux Form Semi-Lagrangian techniques [19, 20].

Conservative multidimensional remapping has also been proposed, this method is
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locally conservative but computationally expensive at large Courant numbers due to

the geometric considerations needed. Examples include SLICE [21] and FF-CSLAM

[22]. This thesis concerns the alternative Eulerian method of lines approach to

achieve the requirements of a dynamical core.

1.2 Background

Focus and scope:

Requirements of a transport algorithm in an atmospheric model

What are the demands on dynamical core advection algorithms? As numerical

weather prediction models increase in complexity and computer architecture changes,

the requirements of advection algorithms also change. A list of desired properties

for the next generation of dynamical cores is presented below:

1. Stability in the presence of the largest Courant number used. Stability in

the sense of Von-Neumann ensures that numerical errors do not get amplified

and grow exponentially. This can lead to blow up and is disastrous for an

operational numerical weather centre [2].

2. Inherent local mass conservation. The local conservation of mass is a desired

property for advection algorithms [2]. This can be achieved by using locally

conservative numerical flux functions Definition 3.1.2, satisfying FKL = −FLK
to ensure that the flux out of cell K into cell L through the face/edge σKL

equals the flux into cell L from cell K.

3. Consistency and constancy preservation. The unit tracer reduces the evolu-

tion of a tracer density to the continuity equation [2]. Constant tracers should

be preserved for incompressible flow. This can be achieved by using consis-

tent numerical flux functions Definition 3.1.2. The consistency of fluxes and

a divergence free condition ensures that the numerical scheme will preserve

constant tracers under incompressible flow. This property is deemed hugely

important for the design of tracer advection in the atmosphere [19, 20].

4. Positivity preservation. The positivity of tracer values should be preserved

even for compressible flow 1[23]. When the flow is incompressible tracers should

be Range bounded/Globally bounded/Global maximum principle satisfying.

5. Monotone or locally bounded. The shape of the tracer shouldn’t be polluted

by non-physical ripples, this is often referred under the umbrella terms “mono-

tonic” or “monotone”2 and is also deemed important for algorithms that trans-

1Or more generally the scheme is sign preserving (positive definite)
2Several notions of monotonicity have been introduced in the numerical solution of hyperbolic

PDE’s, for example HHLK-monotone(L1 contractive semigroup)[24], Total variation diminishing
[25], Monotonicity preserving [26], Spekreijse monotone (positive coefficient) [27] or Local Extrema
diminishing, [28]. Other notable examples include entropy stable methods [29], and essentially non
oscillatory methodology [30] [31] [32].
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port atmospheric tracers [23, 2]. In this thesis we will use the notion of being

locally bounded as a general framework to impose several different discrete

local maximum principles for suppressing non-physical oscillations in incom-

pressible flow.

6. The method must be adaptable to at least one of the quasi-structured meshes

proposed for dynamical cores, Lat-Long, Cubed-Sphere, Yin-Yang, Icosahe-

dral, Reduced Grid, and unstructured [33].

7. The numerical method should be better than first order accurate whenever

theoretically possible. This is determined by several linear and nonlinear order

barrier theorems, which depend on the Courant number and the monotonicity

properties imposed on the scheme. We have to achieve higher order accuracy

> 1 at low Courant number flows, away from discontinuities and extrema. We

want to sacrifice higher order accuracy in favour of stability and monotonicity

on a local basis at high Courant numbers, at extrema and discontinuities.

Literature review:

Achieving accuracy and monotonicity

Higher order accuracy and monotonicity have long been at odds, we briefly introduce

a historical background to this conflict. This is to set the scene and highlight where

Chapter 2 and Chapter 3, fit into this ongoing conflict, and how a compromise

between both high order accuracy and monotonicity can be achieved for dynamical

cores.

Godunov [26] showed that the order of a linear monotonicity preserving numeri-

cal scheme is necessarily first order. Harten Hyman Lax and appendix by Keyfitz

(HHLK)[24] generalised the well-known Godunov order barrier, to state nonlinear

schemes with the stronger HHLK-monotone condition are necessarily first order.

Harten [34] developed a nonlinear total variation diminishing (TVD) scheme, sat-

isfying a property weaker than HHLK monotone property but stronger than the

monotonicity preserving property of Godunov [26]. These TVD schemes bypass the

Godunov order barrier, are second order3 and have a convenient framework intro-

duced by Sweby in 1984 [38] for the construction of different schemes. The total

variation diminishing framework did not generalise easily into multi-dimensions well.

This is in part due to the definition of total variation, and Goodman and Leveque

showed that a particular two-dimensional definition of TVD would also run into the

HHLK order barrier [39] implying first order accuracy, further dissuading onlookers.

Amongst the many achievements in the pioneering work of Spekreijse [27] is a devel-

oped notion of monotonicity suitable for more dimensions, it is based on positivity

of coefficients and enforces a discrete local maximum principle. Spekreijse showed

that a wide class of flux split schemes satisfy a discrete local maximum principle

3The story of whether TVD schemes are second order at and near smooth extrema and sonic
points has some contention in the literature since a minor inaccuracy in [35] this has been resolved
by the overlooked paper by Hua-mo [36], but sometimes attributed to [37].
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(strictly stronger than the total variation diminishing property) and showed less

restrictions on limiter functions were required. Spekreijse’s [27] work generalised

well to unstructured meshes and semi-discrete frameworks and are referred to as

positive coefficient schemes or local extrema diminishing schemes [28]. Spekreijse’s

work has been used to motivate monotonic atmospheric advection [40] with promis-

ing numerical results for a relatively simple design. It is widely believed Spekreijse’s

monotonicity theory can be used to carry monotone properties into multiple dimen-

sions for the incompressible advection equation [41, 40, 37]. However, it has never

been proven and to what extent that this is true has never been resolved, this is the

subject of Chapter 2.

The monotonicity theory developed by Spekreijse [27] does generalise to some un-

structured meshes [28], and multidimensional limiters such as Barth and Jespersen’s

limiter [42] can preserve certain local maximum principles for some higher order

methods. It is not apparent as to how this framework can adapt to the increasingly

higher order methods being deployed in atmospheric and ocean models, with rigor-

ous guarantees for local boundedness. More recently Zhang et al. [43] modified the

HHLK-monotone property to develop limiters suitable for positivity and a global

maximum principle, this framework is applicable for higher order finite volume and

discontinuous Galerkin (DG) finite element methods and has seen practical success

for different meshes [44]. However, this framework has not been adapted for local

maximum principles, this is the subject of Chapter 3.

We have been overlooking the first item in the dynamical core shopping list, stability

in the presence of large Courant numbers. To propose a Eulerian competitor to the

Semi-Lagrangian method, we must solve the problem of robustness in the presence of

high local Courant numbers, (this is to deal with large local vertical Courant numbers

rather than the pole problem). Implicit time stepping such as implicit Runge Kutta

methods can be unconditionally stable. Historically implicit time-stepping has been

considered too expensive, but as modern numerical linear algebra software continues

its rapid development, the use of implicit time-stepping could emerge as a feasible

robust method due to the parallel scaling and efficiency introduced by multigrid

and preconditioning methods [45]. The NUMA model has seen improvements in

efficiency over existing explicit schemes by adopting IMEX Runge Kutta methods

to deal with large local Courant numbers [46].

Yee Warming and Harten [47] introduced a linearised flux limiters scheme with

provable guarantees on the total variation, however their numerical method sacrifices

mass preservation. They also introduced a different linearisation approach in flux

form to ensure mass preservation. This approach preserves mass, but to date there

are no theoretical guarantees on monotonicity, despite the numerical results being

promising in one dimension [47]. To what extent the mass preserving linearisation

technique is monotone has not been addressed, and if it isn’t how one can correct

this would need to be solved. Furthermore, implicit nonlinear methods can often be

monotonicity violating not from the result of the time-stepping itself, but due to the
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solving strategy. For example, when the spatial scheme is nonlinear (required by

Godunov’s theorem), the solving strategy of a nonlinear system requires an iterative

process converging to the solution, as does the numerical linear algebra technique.

These iterative processes may not converge in a strong enough norm to ensure that

the approximate solution will be monotone.

High order accuracy (greater than 1) of an implicit Runge Kutta method once

again comes into conflict with monotonicity at high Courant numbers. This is

unresolvable and a consequence of a nonlinear order barrier theorem, arising out

the strong stability preserving literature and confirmation by numerical search [48],

[49], [50], [51], [52]. Flux corrected transport (FCT) emerged in the early 1970’s

[53], it was the first non-linear finite difference technique capable of producing high

order non-oscillatory solutions for fluid dynamics bypassing Godunov’s order barrier

theorem [26] by being non-linear. Flux corrected transport, is an algorithm with

two major stages, a monotone stage followed by an antidiffusive stage, where the

antidiffusive stage is corrected as to not generate new maxima or minima in the

monotone solution. This is done by limiting fluxes on a case-by-case basis to ensure

that the cell mean value is not pushed beyond its neighbouring values [53]. This flux

corrected transport algorithm can also be interpreted as a means of correcting a high

order oscillatory solution on a lower order non-monotonic one [54]. However, FCT

differs from flux limiting techniques by the direct computation of the intermediary

monotone solution which is used in the subsequent limiting process.

The generality of flux corrected transport was first introduced in [55], and extended

further in [56] where notions of adding and removing artificial diffusion, were applied

to different schemes including Lax-Wendroff and the Leapfrog. In 1979 Zalesak

extended the framework to consider truly multidimensional problems [54], allowing a

truly unstructured flux corrected transport algorithm. The flux corrected transport

method has since been applied to various problems and methodologies including

spectral methods [57], finite element [58], finite volume and finite difference methods.

For problems as varied as Plasma dynamics [59] to Wave propagation in media [60].

More recently, flux corrected transport schemes have been developed for the explicit

multistep Adam Bashford third order time integration used in dynamical cores, with

results showing suitability for monotonic, positive, inherently conservative tracer

transport on an icosahedral grid [61]. Recently, one-step flux corrected transport

schemes have been used to correct an explicit fourth order Runge Kutta method on

the corner transport finite volume method [62].

Flux corrected transport methods have been used to correct high order implicit anti

diffusion [55], [56], [63] on explicit first order numerical methods, with motivations in

improving phase/truncation errors. Steinle and Morrow [64] have proposed correct-

ing high order implicit fluxes on an explicit first order upwind method consisting of

multiple explicit first order passes, with motivation on creating a numerical scheme

robust in the presence of large Courant numbers. The low order scheme is an explicit

multiple pass scheme whose cost increases with the Courant number, it was noted in
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the conclusion of this paper [64] that the computational cost was dominated by the

low order multiple passes at when the Courant number is high. Chapter 4 takes the

conclusion from [64] seriously and proposes using implicit methods for both the high

and low order fluxes. Compared to explicit FCT, implicit flux corrected transport,

has been relatively unexplored in the finite volume and finite difference literature,

but has emerged as a powerful tool in the finite element framework [65], [66], [67]

with several different proposed algorithms.

1.3 Outline of thesis

Chapter 2 presents the derivation of a new limiter region for incompressible flow

to retain a discrete maximum principle. We numerically demonstrate Spekreijse’s

theory doesn’t directly apply to the incompressible advection equation, and explain

under what circumstances it fails. We show that symmetric limiters quasi-necessarily

lie in the Sweby region. The new limiter regions derived are more general than the

Sweby region if one breaks the limiter symmetry requirement, and this can be used

to get: more accurate limiters, more compressive limiters, or more smooth limiter

functions, that will work for incompressible multidimensional flow.

Chapter 3 explains how the Zhang et al. [43] framework can be used as a basis

for imposing local boundedness, and how this leads to new multidimensional slope

limiters suitable for a wide variety of methods. This is demonstrated with two exam-

ples. We derive a new multidimensional slope limiter, for second order finite volume

schemes and compare to the current state of the art multidimensional limiters. We

then introduce a new higher order finite volume method, and show that the new mul-

tidimensional slope limiter framework is readily applicable under a decomposition

of the cell average.

Chapter 4 presents a numerical investigation into what extent implicit linearised

slope limiters are monotonic. We demonstrate that the mass preserving linearisa-

tion strategy in [47] for both one dimensional and multi-dimensional limiters produce

small negative values at low Courant number, due to approximations introduced in

the linearisation. We describe an implicit flux correction transport algorithm that

allows the fix of such monotonicity violations. We also demonstrate the same flux

correction technique brings a local boundedness principle without the use of any

linearisation procedure and retains a local maximum principle in the presence of

large Courant numbers by dropping the accuracy and order of the method. We

numerically test the use of pre-limiting, and conclude that for our implicit FCT

algorithm the use of pre-limiting had unfavourable effects. Chapter 4 indicates that

implicit flux corrected transport algorithms can be used to create monotone(local

maximum principle satisfying), positive, inherently conservative, consistent, uncon-

ditionally stable, transport algorithms capable of attaining second order or above

at low Courant numbers, and unconditional nonlinear stability at large Courant

numbers.
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Chapter 2

Multidimensional local maximum

principle limiter region

2.1 Introduction

2.1.1 Motivation in atmospheric modelling

In the field of atmospheric modelling and computational fluid dynamics there is an

ongoing search for advection algorithms with an increasing number of physically

reasonable properties, in particular a high order (> 1), monotonic (local discrete

maximum principle satisfying), sign preserving, locally mass preserving, linear in-

variant, consistent transport algorithm for the incompressible advection equation is

sought after. In subsection Section 2.2 we introduce such a scheme for solving the

incompressible advection equation

∂u

∂t
+ div(vu) = 0, ∀(x, t) ∈ Ω× [0, T ], (2.1)

u(x, 0) = u0(x), ∀x ∈ Ω. (2.2)

The incompressible advection equation is a standard mathematical model of trans-

port phenomena which occurs in physical space Ω ⊂ Rd, d = 1, 2, 3, over an arbitrary

time span t ∈ [0, T ], where a tracer density u(x, t), is advected by a divergence free,

bounded, continuous velocity field v(x, t), div(v) = 0. Interpretation of this equa-

tion can be pointwise or as a integral conservation law by using the Gauss divergence

theorem over each cell in a mesh.

Smolarkiewicz and Rasch [68] compared explicit forward in time Eulerian techniques

to Lagrangian techniques for monotone advection on the sphere, and advocate for

Eulerian techniques such as MPDATA when monotonicity is essential. Hundsdorfer,

Koren, van Loon and Verwer [40] propose a different Eulerian technique consisting

of one-dimensional flux limiters in a multidimensional flux form finite difference spa-

tial discretisation, which is subsequently discretised in time by the method of lines.

Hundsdorfer, Koren, van Loon and Verwer [40] observe preferable accuracy and com-

putational speed with the one-dimensional limiters when compared with the third
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order MPDATA scheme in [68]. The research in [40] indicates that one-dimensional

flux limiters in a method of lines framework can be a competitive scheme for posi-

tive mass preserving transport on the sphere. Wesseling [37] proposes a very similar

scheme under a finite volume interpretation, and in one dimension they demon-

strate stronger non-linear properties than positivity such as TVD, and they suggest

some limiters in the Spekreijse region to improve accuracy. It is known using one-

dimensional limiters in the Spekreijse region can create a TVD scheme, it is also

widely believed that this can be generalised to the multidimensional flux form ad-

vection equation using the positive coefficient framework of Spekreijse [27], some ex-

amples of this belief can be found in [41, 37, 40]. We show that Spekreijse framework

does not directly apply when the scheme is in flux form, and the extended admis-

sible limiter region can fail. Limiters such as OSPRE, van Albada, Albada family,

Hemker-Koren, local double-logarithmic reconstruction (LDLR), Cada–Torrilhon,

TCDF, MPL2-κ and ENO2 will fail to have a provable discrete maximum principle

and more importantly will lose positivity under certain flows. The region in which

limiters are discrete maximum principle satisfying is important to the successful

design of monotone advection algorithms.

2.1.2 Background material and summary: Different existing

limiter regions

A semi discrete flux limited numerical scheme for the constant coefficient advection

equation ut + aux = 0 can be written as dui
dt

+
Fi+1/2−Fi−1/2

∆x
= 0, where the flux is

given by Fi+1/2 = a[ui + 1
2
ψ(Ri)(ui − ui−1)], ψ is the limiter function, and the ratio

of successive gradients is given by Ri = ui+1−ui
ui−ui−1

. A similar but different construction

is given using the inverse ratio ri = 1
Ri

as Fi+1/2 = a[ui + 1
2
ψ(ri)(ui+1 − ui)]. We

will later distinguish these different frameworks by the parameter θ = 1, 0, respec-

tively. The total variation of u is defined as TV (u) =
∑
∀i |ui − ui−1|, and serves as

a measure of how oscillatory u is. A desirable property of a numerical method is

that the total variation does not increase with time. This property is referred to as

total variation diminishing (TVD).

In 1984 Sweby [38] introduced sufficient conditions for a flux limited scheme to be

total variation diminishing,

ψ(r) ≤ min(2r, 2), ∀r > 0, (2.3)

ψ(r) = 0, ∀r < 0. (2.4)

These conditions serve as bounds on acceptable limiters in a diagram known as

the Sweby diagram, however it is still sometimes misunderstood that these bounds

are both necessary and sufficient (rather than sufficient) for schemes to be total

variation diminishing [69]. Spekreijse showed that this is not the case in the inverse

12
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Figure 2.1: Fig. 2.1a is the plot of the sufficient admissible limiter region in the (r, y)
plane as defined by Sweby [38]. Fig. 2.1b is the plot of the admissible limiter region
in the (R, y) plane as defined by Spekreijse. The Sweby region D1 is sufficient for
a one-dimensional scheme with flux limiters to be TVD, the Spekreijse region D2,
which has two free parameters α ∈ [−∞, 0], M ∈ (0,∞), is also sufficient for the
scheme to be TVD.

ratio formulation by finding a more general (TVD) admissible limiter region,

ψ(R) ∈ [α,M ], ψ(S)/S ∈ [−M, 2 + α], M ∈ (0,∞), α ∈ [−∞, 0], (2.5)

for R, S ∈ R. Spekreijse showed that flux splitting schemes with limiters in this

region satisfy a local discrete maximum principle, which is strictly stronger that

the total variation diminishing property in one dimension and is more convenient

in multiple dimensions. The use of limiters in the extended region of Spekreijse

has been successful in both flux difference splitting [70] and flux vector splitting

frameworks [27].

In Fig. 2.1 we have plotted both the Sweby region D1 in Fig. 2.1a, and the Spekreijse

region D2 in Fig. 2.1b. The extended limiter region has allowed a huge variety of

new limiters to be introduced into the literature, which can improve accuracy [36],

and are not necessarily reduced to the first order upwind scheme at extrema and

can be globally smooth [27].

In this chapter we will theoretically investigate the numerical method introduced in

Wesseling and Zijlema [37] and Hundsdorfer et al. [40], to find the admissible flux

limiter region for the incompressible advection equation in flux form. It is widely

believed that the monotonicity properties carry from 1-D to 2-D using Spekreijse’s

monotonicity criterion [41, 37, 40], however it has not been proven and there are a

few technical points that seem to be missing in the literature as to which limiters

can be carried over in this framework.

1. The first finding of our chapter is that some limiters in the Spekreijse region

will no longer be discrete maximum principle satisfying or even positivity

preserving, for the flux form advection equation when in multiple dimensions,
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unless the flow satisfies a directional mean value theorem. This is indicated

theoretically in Section 2.3.1 and demonstrated numerically in Table 2.2.

2. The main finding in this chapter is the derivation of two new limiter regions

suitable for the incompressible flux form advection equation given in Fig. 2.3.

These limiter regions are more general than the Sweby region [38], and main-

tain a local maximum principle for general incompressible flow unlike the gen-

eralised monotonicity region of Spekreijse. These limiter regions are new to

the literature and are not a subset of the Convective boundedness criterion or

the Sweby region.

3. We also show that Sweby’s region is not only sufficient but a quasi-necessary

assumption for symmetric ψ(1
r
) = ψ(r)

r
limiters to attain a discrete maximum

principle for the incompressible flux form equation. This is indicated in Sec-

tion 2.3.2, and we use the term quasi-necessary due to the fact ruling out the

existence of some yet to be found transform into another alternative positive

coefficient representation is hard. We push the ENO2, Ospre and van Albada

limiters into the Sweby region, and numerically demonstrate this fixes the

monotonicity failures and has little to no consequence in terms of accuracy,

convergence or peak resolution.

4. By breaking the symmetry condition on the limiter function, there is an infi-

nite family of possible limiter implementations with a free parameter θ. We

investigate when θ = {0, 1}, and derive two new limiter regions outside the

Sweby region. These limiter regions are proven sufficient for the flux form

incompressible advection equation to retain a local maximum principle. We

introduce the first globally differentiable limiter function contained entirely in

a second order region suitable for incompressible flow Eq. (2.85), and some

other limiters functions that from a preliminary glance are competitive with

some of the most accurate limiter functions.

5. Hundsdorfer [71] remarks that precise theoretical support on the question of

how small the timestep should be for monotonicity would be of practical im-

portance. We include some convenient formal Courant number restrictions for

practical application.

6. We prove linear invariance, and test numerically a variety of different new

limiters functions.

2.2 Space discretisation: Flux form

In this sub section we introduce the (slightly unusual) notation to be used throughout

the rest of this chapter. As well as describe the flux form finite volume scheme of

Wesseling and Zijlema [37] or the finite difference scheme of Hundsdorfer et al [40]

in the following steps.
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Figure 2.2: The left diagram is a flux form stencil, where the velocities ci+1/2, cj+1/2

are located at the faces, sometimes called a C-grid. The positions for the left,
right, up, down interface values uL, uR, uU , uD are denoted by diamonds at positions
(i − 1/2, i), (i + 1/2, j), (i, j + 1/2), (i, j − 1/2). The diagram on the right is an
advective form stencil with velocity ci, cj at the midpoint, and is sometimes called
an A-grid stencil.

1. Let u = ui,j denote the cell mean or pointwise value of a tracer within a cell,

where if one or other subscript is missing it is assumed to be at position i or

j as appropriate.

2. Reconstruct: A reconstruction operator constructs the values attained to the

right, left, up and down of cell (i, j) as follows

uRi = ui +
θ

2
ψ(Ri)(ui − ui−1) +

(1− θ)
2

ψ(
1

Ri

)(ui+1 − ui), (2.6)

uLi = ui +
θ

2
ψ(

1

Ri

)(ui − ui+1)− (1− θ)
2

ψ(Ri)(ui − ui−1), (2.7)

uUj = uj +
θ

2
ψ(Rj)(uj − uj−1) +

(1− θ)
2

ψ(
1

Rj

)(uj+1 − uj), (2.8)

uDj = uj +
θ

2
ψ(

1

Rj

)(uj − uj+1)− (1− θ)
2

ψ(Rj)(uj − uj−1), (2.9)

Ri =
ui+1 − ui
ui − ui−1

, Rj =
uj+1 − uj
uj − uj−1

, (2.10)

using upwind bias flux limiting. The right, left, up and down of cell (i, j)

are denoted with R,L, U,D superscripts. To be clear we are using the ratio

of successive gradients defined in [27] as R when θ = 1, we call this the Roe

gradient. When θ = 0 we are using the inverse ratio defined in [38] ri = 1
Ri

,
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we call the Sweby gradient. The choice of θ does not matter when the limiter

is symmetric ψ(1/R) = ψ(R)/R. We only investigate θ = {0, 1} due to the

reduced computational cost in evaluating the expressions in Eqs. (2.6) to (2.9).

When the symmetry condition is broken the two limiter functions should be

distinguished differently, as they have their own respective limiter regions,

however this should be apparent from the context of the limiter, so we do not

include this notationally.

3. Riemann: the donor cell numerical flux function

F (uRi , u
L
i+1, ci+0.5) = c+

i+0.5u
R
i + c−i+0.5u

L
i+1, (2.11)

resolves the Riemann problems at the boundaries. Here we define the notation

(·)+ := max(·, 0), (·)− := min(·, 0), to mean the positive or negative compo-

nent of the argument respectively, to be used throughout this chapter. ci+1/2

denotes the x component of the velocity at position (i + 1/2, j), and cj+1/2

denotes the y component of the velocity at position (i, j + 1/2). We often

absorb constants like timestep and mesh width into this constant because the

numerical flux function is linear. This numerical flux function is consistent,

monotone, and Lipschitz continuous as defined in [72] or Definition 3.1.2. This

type of flux is known as a state interpolated flux as defined in [41, 71, 40], rather

than the flux interpolated flux. In the finite volume setting we approximate

the integral of flux through the face by second order gauss quadrature over

each face(midpoint rule), whereas in the finite difference setting we interpret

as a point valued flux.

4. Evolve: the semi discrete evolution operator is given by the flux form method

∂u

∂t
+ [Fi+0.5(uRi , u

L
i+1, ci+0.5)− Fi−0.5(uRi−1, u

L
i , ci−0.5)]

+ [Fj+0.5(uUj , u
D
j+1, cj+0.5)− Fj−0.5(uUj−1, u

D
j , cj−0.5)] = 0.

(2.12)

We have absorbed the mesh spacing into the coefficients c by linearity of the

donor cell flux function, and plan to do so with the time-step ∆t.

For context see [27],[37],[40], and for an example of its generalisation to unstructured

meshes see [73].

2.3 Theory

In this section we will establish the following cell mean local maximum principle,

Definition 2.3.1 (Cell mean local maximum principle).

un+1
i,j ∈ [min{uni+1, u

n
i−1, u

n, unj+1, u
n
j−1},max{uni+1, u

n
i−1, u

n, unj+1, u
n
j−1}], ∀i, j

(2.13)
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for the forward Euler numerical flow map un+1 = Forward Euler(un, cn), of Sec-

tion 2.2 defined as

un+1
i,j = uni,j − [Fi+0.5(uRi , u

L
i+1, c

n
i+0.5)− Fi−0.5(uRi−1, u

L
i , c

n
i−0.5)]

− [Fj+0.5(uUj , u
D
j+1, c

n
j+0.5)− Fj−0.5(uUj−1, u

D
j , c

n
j−0.5)].

(2.14)

Where the time step, ∆t, and mesh spacing, ∆x, have been absorbed into the face

defined velocity field c. We introduce the scaled face defined velocities ci+1/2 =
∆t
∆x

(v1)i+1/2, cj+1/2 = ∆t
∆y

(v2)j+1/2 and the cell defined Courant number

Ci,j =
1

2

[
|ci+1/2|+ |ci−1/2|+ |cj+1/2|+ |cj−1/2|

]
. (2.15)

The proof will put the scheme in a positive coefficient type form Definition 2.3.2

as defined by Spekreijse [27]. This definition allows use of a Lemma 2.3.1 also

given by Spekreijse [27] which can be used to prove a local maximum principle.

In Section 2.3.3 we make note of the strong stability literature that allows this to

be made into a higher order scheme whilst retaining some aspects of a discrete

maximum principle.

Definition 2.3.2 (Spekreijse, Positive-coefficient type scheme [27]). The semidis-

crete scheme given by

∂ui,j
∂t

+ Ai−1/2(ui − ui−1) +Bi+1/2(ui − ui+1)

+ Cj−1/2(uj − uj−1) +Dj+1/2(uj − uj+1) = 0,
(2.16)

is a positive coefficient scheme when all the nonlinear leading coefficients are non-

negative

Ai−1/2, Bi+1/2, Cj−1/2, Dj+1/2 ≥ 0. (2.17)

Lemma 2.3.1 ( Spekreijse [27]). When the forward Euler temporal scheme of a

positive coefficient type scheme (satisfying Definition 2.3.2) satisfies the time step

restriction,

(Ani−1/2 +Bn
i+1/2 + Cn

j−1/2 +Dn
j+1/2) ≤ 1, (2.18)

then un+1
i,j is a convex combination of uni+1, u

n
i−1, u

n, unj+1, u
n
j−1, trivially implying the

following local discrete maximum principle with respect to edge sharing neighbours

cell mean values,

un+1 ∈ [min{uni+1, u
n
i−1, u

n, unj+1, u
n
j−1},max{uni+1, u

n
i−1, u

n, unj+1, u
n
j−1}]. (2.19)

This in turn this implies weaker properties such as boundedness ||un+1||∞ ≤ ||un||∞,

and sign preservation.
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Proof. The forward Euler discretisation of Eq. (2.16) can be written as

un+1
i,j = (1− [Ani−1/2 +Bn

i+1/2 + Cn
j−1/2 +Dn

j+1/2])ui,j

+ Ani−1/2ui−1 +Bn
i+1/2ui+1 + Cn

j−1/2uj−1 +Dn
j+1/2uj+1.

(2.20)

Which is a convex combination under the condition Eq. (2.18).

2.3.1 Applicability of the extended Spekreijse region

In this section, we will discuss under what conditions Spekreijse’s theorem 2.2 applies

to the incompressible flux form advection equation. This is to discuss under what

circumstances the extended limiter region in [27] is appropriate.

Spekreijse theorem 2.2 relies on putting the scheme in a positive coefficient represen-

tation. For the flux form method Section 2.2 it is most natural to write the scheme

Eq. (2.12) in the following positive coefficient form

∂ui,j
∂t

+
(uRi c

+
i+1/2 − uRi−1c

+
i−1/2)

(uRi − uRi−1)

uRi − uRi−1

ui − ui−1

(ui − ui−1)

−
(uLi+1c

−
i+1/2 − uLi c

−
i−1/2)

(uLi+1 − uLi )

uLi+1 − uLi
ui+1 − ui

(ui − ui+1)

+ y-direction = 0.

(2.21)

Where we have omitted the y-directional terms. In order for this to be of positive

coefficient type, we require that the leading terms are positive. This is traditionally

done by a mean value theorem on the numerical flux function with respect to u.

However, the numerical flux function has additional dependence on a velocity field

and the mean value theorem won’t necessarily apply in u. It is here one could say

that the Spekreijse region Eq. (2.5) clearly is inappropriate for incompressible flow,

by choosing an incompressible flow with (uRi , c
+
i+1/2, u

R
i−1, c

+
i−1/2) = (1, 0, 0.5, 1) giving

a negative leading coefficient. This is an indication that the theory doesn’t hold, i.e.

it is not sufficient, it is hard to rule out the existence of a transform in which the

scheme can be put into a different positive coefficient representation. Instead, we will

rely on a numerical demonstration in Table 2.2, Fig. 2.8a, to show that this region

is inappropriate. This gives us the first contribution of this chapter: the extended

region of Spekreijse does not give schemes that have a discrete maximum principle

or even positivity when applied to the multidimensional flux form incompressible

advection equation.

However, there are clearly some circumstances in which you can still use Spekreijse’s

more ambitious limiter region, namely when you can show a mean value theorem ap-

plies in each direction. For example, a sufficient condition for the leading coefficients

in Eq. (2.21) to be positive is that the x-component of velocity v1, is independent

of x, so that v1 = v1(y, t) and the y-component of velocity v2, is independent of

y so that v2 = v2(x, t). This implies that the flow has a directional mean value
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theorem, and in fact this implies the directionally constant ci+1/2 = ci−1/2 = ci,

cj+1/2 = cj−1/2 = cj property, and we can show that the leading terms will be

positive directly

(uRi c
+
i+1/2 − uRi−1c

+
i−1/2)

(uRi − uRi−1)
= c+

i ≥ 0. (2.22)

Furthermore, seemingly difficult flows such as v1(y, t) = y3 + sin(y) cos(t), v2(x, t) =

x + sin(3x) sin(t), will likely have a discrete maximum principle, with the ambi-

tious limiters of Spekreijse without a divergence free condition. A numerical test

case for incompressible advection should be chosen without this directional mean

value theorem property when testing incompressible flow monotonicity, we use a

sine deformation Eq. (2.87).

It is important to note that Spekreijse’s theory is entirely correct as a flux splitting

framework for hyperbolic PDE’s, it could be misunderstood how this well-established

theory translates into a flux form finite volume method when there is additional

dependence on velocity defined at edges. If you were to directly use Spekreijse’s flux

splitting method as defined in [27] on the advection equation, you would be using

an advective form method, where velocity is located at the cell centres, pictured

in Fig. 2.2. In this circumstance not only will the extended limiter of Spekreijse

provably work, but the monotonicity criteria can be generalised further for the

advection equation as there is no need for the uniform boundedness condition in

[27], since we do not need to use the mean value theorem (positive coefficient scheme

property can be directly calculated using Eq. (2.22)). This leads to an even more

general monotonicity criterion with 4 free parameters for the advective form equation

ψ(R) ∈ [m1,M1], ψ(S)/S ∈ [m2,M2], m1,m2 ≤ 0, M1,M2 ≥ 1. (2.23)

We state this preliminarily but do not investigate any further due to one of the

requirements in dynamical cores is local mass conservation, and this form is not in

flux form and is not locally mass preserving.

2.3.2 Limiter suitable for incompressible flow

We now derive limiters which give a positive coefficient scheme in the more general

setting of incompressible advection

∂tu(x, y, t) + ∂x(v1(x, y, t)u(x, y, t)) + ∂y(v2(x, y, t)u(x, y, t)) = 0, (2.24)

where the discrete maximum principle arises as a result of the incompressibility

condition

∂x(v1(x, y, t)) + ∂y(v2(x, y, t)) = 0. (2.25)
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(a) We plot the θ = 0 schemes new limiter
region in the Sweby ratio r. Light gray are
admissible regions for a local maximum prin-
ciple, and dark grey indicates a desirable sec-
ond order region.
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Figure 2.3: We have plotted dotted coloured lines of well-known linear schemes on
top of the new limiter regions. Red denotes second order upwind (SOU), green
denotes the Fromm scheme, blue denotes the cubic upwind interpolation scheme
(CUI), and purple denotes second order central differencing (CDS).

of the velocity field v = (v1, v2), rather than the directional mean value theorem.

In this section, we show that this changes the region of acceptable one-dimensional

limiters.

Assumptions 2.3.1 (Theorem assumptions).

1. The mesh scaled velocity satisfies a discrete divergence free condition

ci+1/2 − ci−1/2 + cj+1/2 − cj−1/2 = 0, ∀(i, j). (2.26)

2. When θ = 1, the limiter function satisfies

ψ(R) ∈ [0,Mψ], ψ(S)/S ∈ [mψ, 2]. Mψ ∈ [0,∞), mψ ∈ (−∞, 0]. (2.27)

When θ = 0, the limiter function satisfies

ψ(1/R) ∈ [mψ, 2], Sψ(
1

S
) ∈ [0,Mψ], Mψ ∈ [0,∞), mψ ∈ (−∞, 0].

(2.28)

3. The timestep restriction

C ≤ CFE =
2

2 +Mψ −mψ

(2.29)

holds. (written in terms of the Courant number)
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Theorem 2.3.1. The Forward Euler discretisation of the numerical method de-

scribed in Section 2.2, can be written as convex combination of neighbour cell mean

values as in Eq. (2.20) and as a result satisfies the discrete maximum principle

Eq. (2.19) when the Assumptions 2.3.1 hold.

Before the proof what does this theorem look like practically?

Before we proceed with the proof, what does this theorem look like practically?

We first point the reader to the diagrams Fig. 2.3, to see the new limiter regions,

Figs. 2.5a and 2.5b for new limiters plotted in these regions, Fig. 2.4b for some lim-

iters out of the newly defined region. Table 2.1, for theoretical time step restrictions

for some different scheme using the result from Assumptions 2.3.1. This theorem

and proof does generalise to arbitrary dimensions, with the appropriate modification

of the Courant number.

Proof. of Theorem 2.3.1. Expand both the method in Section 2.2

∂ū

∂t
+ c+

i+0.5,ju
R
i + c−i+0.5u

L
i+1 − c+

i−0.5u
R
i−1 − c−i−0.5u

L
i

+ c+
j+0.5u

U
j + c−j+0.5u

D
j+1 − c+

j−0.5u
U
j−1 − c−j−0.5u

D
j = 0,

(2.30)

and a discrete form of the divergence free condition

c+
i+0.5u+ c−i+0.5u− c+

i−0.5u− c−i−0.5u

+ c+
j+0.5u+ c−j+0.5u− c+

j−0.5u− c−j−0.5u = 0,
(2.31)

in terms of their positive and negative components, for θ = 1. Taking away the

divergence free condition (2.31) from (2.30) gives

∂ū

∂t
+ c+

i+0.5,j(u
R
i − ui) + c−i+0.5(uLi+1 − ui)− c+

i−0.5(uRi−1 − ui)− c−i−0.5(uLi − ui)

+ c+
j+0.5(uUj − ui) + c−j+0.5(uDj+1 − ui)− c+

j−0.5(uUj−1 − ui)− c−j−0.5(uDj − ui) = 0.

(2.32)

Using the expressions

uRi − ui = 1/2ψ(Ri)(ui − ui−1), (2.33)

uLi − ui = 1/2ψ(
1

Ri

)(ui − ui+1), (2.34)

uRi−1 − ui = −[1− ψ(Ri−1)

2Ri−1

](ui − ui−1), (2.35)

uLi+1 − ui = −[1− Ri+1

2
ψ(

1

Ri+1

)](ui − ui+1), (2.36)

and similar expressions in the other directions, allows us to write down the scheme
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in the following positive coefficient type form

∂u

∂t
+

[
c+
i+1/2

ψ(Ri)

2
+ c+

i−1/2[1− ψ(Ri−1)

2Ri−1

]

]
(ui − ui−1)

+

[
− c−i+1/2[1− 1

2
Ri+1ψ(

1

Ri+1

)]− c−i−1/2

1

2
ψ(

1

Ri

)

]
(ui − ui+1) + y-direction = 0

(2.37)

where we read off the leading term coefficients

Ai−1/2 =

(
1

2

[
c+
i+0.5ψ(Ri)

]
+ c+

i−0.5

[
1− 1

2
ψ(Ri−1)/Ri−1

])
, (2.38)

Bi+1/2 = −
(
c−i+0.5

[
1− 1

2
ψ(

1

Ri+1

)Ri+1

]
+

1

2

[
c−i−0.5ψ(R−1

i )

])
, (2.39)

Cj−1/2 = (i 7→ j) ◦ (Ai−1/2), Dj+1/2 = (i 7→ j) ◦ (Bi+1/2). (2.40)

We have introduced unorthodox notation (i 7→ j) ◦ (f(i)) to mean the same expres-

sion but with i replaced with j. Clearly

ψ(R) ≥ 0 and ψ(S)/S ≤ 2, (2.41)

are sufficient, for the scheme to be of positive coefficient type. It is also imposed

as a quasi-necessary assumption on the limiter functions because of the arbitrary

nature of the velocity field as follows. Suppose that ci+1/2 ≥ 0, then for the scheme

to be of positive coefficient type at both ui,j and ui+1,j we must require that,

1/2c+
i+1/2ψ(Ri) ≥ 0, c+

i+1/2(1− 1/2ψ(Ri)R
−1
i ) ≥ 0. (2.42)

We say quasi-necessary because there could always exists a different positive co-

efficient representation of the scheme under some yet to be found transform or

rearrangement.

We now attempt to find a sensible sufficient timestep restriction, using Lemma 2.3.1,

the conditions

0 ≤ ψ(R) ≤Mψ, mψ ≤ ψ(S)/S ≤ 2, (2.43)

mψ ≤ ψ(1/T )T ≤ 2, 0 ≤ ψ(1/r) ≤Mψ, ∀R, S, T ∈ R, (2.44)

are sufficient for the following bounds

Ai−1/2 ∈ [0, c+
i+0.5Mψ/2 + c+

i−0.5(1−mψ/2)],

Bi+1/2 ∈ [0,−c−i+0.5[1−mψ/2]− c−i−0.5Mψ/2],

Cj−1/2 ∈ [0, c+
j+0.5Mψ/2 + c+

j−0.5(1−mψ/2)],

Dj+1/2 ∈ [0,−c−j+0.5[1−mψ/2]− c−j−0.5Mψ/2],

(2.45)

where we are yet to define the constants Mψ ≥ 0, and mψ ≤ 2.
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The time step restriction for the Lemma 2.3.1 is

Ai−1/2 +Bi+1/2 + Ci−1/2 +Di+1/2 ≤ 1, (2.46)

which can be satisfied when

c+
i+0.5M/2 + c+

i−0.5(1−m/2)− c−i+0.5(1−m/2)− c−i−0.5M/2

c+
j+0.5M/2 + c+

j−0.5(1−m/2)− c−j+0.5(1−m/2)− c−j−0.5M/2 ≤ 1.
(2.47)

We lose some generality for a more convenient sufficient time step restriction. Define

flow in and out Courant numbers by the following definitions

Cin
i,j := c+

i+0.5 − c−i−0.5 + c+
j+0.5 − c−j−0.5, (2.48)

Cout
i,j := −c−i+0.5 + c+

i−0.5 − c−j+0.5 + c+
j−0.5. (2.49)

where these definitions are chosen based on how the flows effect the solution du/dt.

The time step restriction can be written as

Cin
i,j

Mψ

2
+ Cout

i,j (1− mψ

2
) ≤ 1, (2.50)

using incompressibility Cin
i,j = Cout

i,j we can write this as the following Courant num-

ber restriction

C ≤ CFE =
1

(1 +
Mψ−mψ

2
)
. (2.51)

So far we have proven the θ = 1 case, the general form is given by

∂u

∂t
+

(
c+
i+1/2

[θψ(Ri)

2
+

(1− θ)
2

Riψ(
1

Ri

)
]

+ c+
i−1/2

[
1− θψ(Ri)

2Ri

− (1− θ)
2

ψ(
1

Ri−1

)
])

[ui − ui−1]

+

(
− c−i+1/2

[
1− θ

2
ψ(

1

Ri+1

)− 1− θ
2

ψ(Ri+1)
]
− c−i−1/2

[θ
2
ψ(

1

Ri

) +
1− θ

2

ψ(Ri)

Ri

])
[ui − ui+1]

+ y-direction.

(2.52)

We now repeat the previous argument for θ = 0, omitting some of the details. The

below conditions

1

2
Riψ(

1

Ri

) ≥ 0, (2.53)

1− 1

2
ψ(

1

Ri−1

) ≥ 0, (2.54)

1− 1

2
ψ(Ri+1) ≥ 0, (2.55)

ψ(Ri)

2Ri

≥ 0, (2.56)

are sufficient for the positivity of the coefficients. This can be written more conve-
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niently as

mψ ≤ ψ(1/R) ≤ 2, 0 ≤ Sψ(
1

S
) ≤Mψ. (2.57)

The timestep restriction for the discrete maximum principle for the θ = 0 scheme is

C ≤ 2

2 +Mψ −mψ

. (2.58)

We have yet to put some additional sensible constraints on the limiter functions

region. mψ ≤ 0 is a design principle that should be adhered to, otherwise ψ(S) >

mψS, runs into conflict with both the ψ(R) ≤ Mψ, ψ(R) ≤ 0 conditions, when Mψ

is finite and R is large. Good design requires passing through ψ(1) = 1 for second

order accuracy, so that Mψ ∈ [1,∞) is a sensible construction. ψ(0) = 0 is also a

common assumption on limiter functions.

We have come up with a slight distinction from the literature. Here we point out

why this is worthwhile in a practical sense.

Remark (Consequence 0). We have found several limiters are not appropriate for

incompressible flow. The diagrams Fig. 2.3, allow you to see if the limiter you are

using is ok for multidimensional incompressible flow.

Remark (Consequence 1). Having a more general limiter region, is good news to

those people who require and design problem specific limiters. We introduce a

couple of novel limiters Eq. (2.83), Eq. (2.84) in the new region.

Remark (Consequence 2). Symmetric limiters suitable for incompressible flow quasi-

necessarily lie in the Sweby region. This fact can be straightforwardly derived,

however Fig. 2.3 can be used to prove this fact graphically. Limiters with the flux

limiter symmetry property look identical plotted in r or R, and are invariant under

θ, meaning symmetric limiters must lie in both acceptable regions in Fig. 2.3. The

overlap of both θ = {0, 1} regions is always contained by the Sweby diagram. We

arrive at the conclusion we should push any symmetric limiter into the Sweby dia-

gram, for incompressible flow. This means limiters such as Ospre should be pushed

into the Sweby diagram if they are to be used in incompressible flow situations and

symmetry is demanded, this defines the following symmetric limiters Eqs. (2.79)

to (2.81) we will test these in Section 2.4.1.

Remark (Consequence 3). There are no globally differentiable limiters entirely con-

tained in the second order region when θ = 1 which give a discrete maximum

principle for incompressible flow. This is a result of the graph near R = 0 and is a

disappointing result for those designing implicit methods for which differentiability

of the limiter is required. However, when implementing in the θ = 0 form, one can

construct analytic ψ = tanh(r)er ∈ C∞ limiter functions in the second order region,

this may be an important fact for those dealing with implicit systems of the form

ut + (v1(x, y, t)f(u))x + (v2(x, y, t)g(u))x = 0, (2.59)
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that have difficulty converging. We introduce a new differentiable limiter Fig. 2.5a

which will be more accurate than the analytic one previously defined.

2.3.3 Temporal discretisation

We can define forward Euler numerical flow map un+1 = Forward Euler(un, cn), as

un+1
i,j = uni,j − [Fi+0.5(uRi , u

L
i+1, c

n
i+0.5)− Fi−0.5(uRi−1, u

L
i , c

n
i−0.5)]

− [Fj+0.5(uUj , u
D
j+1, c

n
j+0.5)− Fj−0.5(uUj−1, u

D
j , c

n
j−0.5)].

(2.60)

Where the time step, ∆t, and mesh spacing, ∆x, have been absorbed into the face

defined velocity c. The SSP33 Runge Kutta scheme, which can be implemented in

the following memory efficient (2 register) Shu Osher representation

k1 = Forward Euler(un, cn), (2.61)

k2 = 3/4 · un + 1/4 · Forward Euler(k1, cn+1), (2.62)

un+1 = 1/3 · un + 2/3 · Forward Euler(k2, cn+1/2), (2.63)

is a third order, three stage Runge Kutta method with radius of monotonicity of 1.

This means that this method preserves convex semi-norms (such as || · ||∞) under the

same timestep restriction forward Euler does. The local maximum principle is not

preserved in exactly the same way, we actually ensure that each substage satisfies a

local maximum principle with respect to the previous substage Appendix A.2.

We will also test the standard Runge Kutta 4 method, as it is well established for

both its accuracy and efficiency, and is proposed for this spatial scheme by both [41]

and [40]. Koren [41] indicates monotonicity is supposed to be guaranteed by small

timesteps, this is not the case, the RK4 algorithm has no Shu Osher representation

(without perturbation techniques and downwind/upwind biasing) and has no(zero)

radius of monotonicity. Hundsdorfer et al. [40] notes this but indicates the SSP

literature is of little practical importance. In [71], similar experiments are performed

and quantifies this more specifically with the observation of 10−6 negative values

[71]. These negatives would be considered not just significant but very large in our

application where the positivity of density should not be negative. We consider

roughly −10−14 the threshold of acceptable monotonicity failure, due to machine

precision error in constructing a divergence free vector field, and other accumulation

of machine precision errors.

2.3.4 Properties of the scheme.

In this section we will collect and show some known properties of the numerical

scheme, this is for convenience of the reader and completeness, as a couple of minor

results have previously stated incorrectly in the literature.

When discussing the order of the numerical scheme the analysis depends on the
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interpretation of the scheme and the underlying equation being modelled and even

the number of dimensions used. Hundsdorfer et al. [40] viewed the scheme as a

finite difference method evolving pointwise values ui,j solving the singular point

value equation

(u)t + (cu)x + (y-direction) = 0. (2.64)

where as Zijlema and Wesseling [37] proposed the scheme as a finite volume method

on cell averaged quantities ū so approximates the integral form of the equation

ūt +
1

∆x
[c(xi+1/2)u(xi+1/2)− c(xi−1/2)u(xi−1/2)] + (y-direction) = 0. (2.65)

The semi-discrete method Section 2.2 interpreted as a pointwise finite difference

method approximates the singular point equation Eq. (2.64) to second order accu-

racy, [40] shows that the method solves the following modified equation

ut + (v1u)x =

− ∆x2

24

[
u(v1)xxx + 3ux(v1)xx + 2uxx(v1)x

]
+O(∆x3) + (y-direction).

(2.66)

So the scheme is a formally second order accuracy finite difference method approx-

imating the singular point equation in one and two dimensions, unless the flow is

directionally constant in which case the scheme can be third order. This should

be expected as only two points of velocity are used in each direction for the state

interpolated construction.

However, local truncation error analysis as a finite difference method does not tell the

full story. When the method is interpreted as a finite volume scheme approximating

the integral form of the equation, the formal truncation error analysis becomes

different see [74, 75, 76] for explanation. In which case in one dimension the finite

volume interpretation of this scheme becomes truly third order with respect to the

integral form of the equation (Aleksandar Donev has uploaded lecture notes proving

this fact using the symbolic algebra package Mathematica [77]). However, this once

again changes in two dimensions because the exact flux is now represented by the

one-dimensional flux integral. For example, the right edge flux

Fi+1/2,j =
1

∆y

∫ y=yj+1/2

y=yj−1/2

c(xi+1/2, y)u(xi+1/2, y)dy. (2.67)

is approximated in the finite volume scheme described in Section 2.2 by the midpoint

rule (second order Gauss quadrature). The finite volume scheme is a formally second

order accurate method solving the integral form in of the equation Eq. (2.65) when

in two dimensions.

The formal truncation analysis of the full method is tedious in the more general

setting, and instead one designs limiters using simplifications. If it is assumed the

flow is uniform constant, and the equation is considered in the finite difference sense.

26



Then the linear scheme associated with

ψ(R) = aR + b, (2.68)

has the semi-discrete truncation error

uRi − uRi−1

∆x
− (ux)i = [a+ b− 1]

∆xuxx
2!

+ [1− 3b]
∆x2uxxx

3!
+ (a+ 7b− 1)

∆x3uxxxx
4!

.

(2.69)

So that u ∈ C2 and a + b = 1 is sufficient for second order, such that ψ(R) =

aR + (1 − a) passes through (1, 1). u ∈ C3, a = 2/3, b = 1/3 is sufficient for

third order, and is a desirable limiter region. These second order straight lines

through (1, 1) are given in the pictures Fig. 2.3 these lines are more well-known

under the name Kappa schemes. This truncation analysis is known and serves as a

hugely important design criterion for limiters. We plot the numerical results for the

solid body rotational test case for (a, b) = (0, 1), (2/3, 1/3), (1, 0), (1/2, 1/2), (0, 0)

in Figs. 2.9a to 2.9e respectively, under their more common names, second order

upwind (SOU), cubic upwind interpolated (CUI), central difference scheme (CDS),

Fromm, and first order upwind (FOU).

Spekreijse, showed that sufficient conditions on the limiter function ψ(R) for second

order accuracy are ψ(1) = 1, ψ ∈ C2 near 1, [27]. Sufficient and necessary conditions

on the limiter function ψ(r) were shown by [36] to be ψ(1) = 1, and ψ is Lipschitz

continuous.

We also want to understand the effect limiting has on the truncation error particu-

larly in the neighbourhood of smooth extrema where the gradient changes. It is also

often mistaken that TVD schemes are first order at noncritical extrema because of

a slight oversight in the truncation analysis in Osher 1984 [35], and persists even

amongst experts [78]. However, this is not quite the case as explained by Hua-mo

[36] where formal truncation analysis of the θ = 0 scheme is done by expanding the

higher order correction in the neighbourhood of a critical point xα = xi +α∆x. We

summarise the results from [36] below.

Theorem 2.3.2 (constant flow in one dimension near the critical points θ = 0

[36].). TVD schemes θ = 0 may have second order accuracy at critical points if

ψ(r = 3) + ψ(r = −1) = 2. But cannot be uniformly second-order accurate in the

whole neighbourhood of critical points. If ψ(1) = 1, then these TVD schemes have

second-order accuracy in the region sufficiently far from the critical points of smooth

solutions.

Proof. [36].

Similar conclusions for the θ = 1 form is done in [37] however both theorem 3.1

and proof of theorem 3.1, have a few technical inaccuracies and unnecessary as-

sumptions. Nevertheless, all the arguments are correct in spirit, second order at
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extrema is possible but second order accuracy is impossible to achieve in the local

neighbourhood of extrema. We recommend following the analysis methods of [36]

instead.

Theorem 2.3.3 ([36]-for θ = 1). Let τi denote the truncation error about point

xi, let xξ = xi + ξ∆x, ξ ∈ [0,∞), be a point of interest. TVD schemes may have

second order accuracy at critical points if 3ψ(R = 1/3)−ψ(R = −1) = 2. But cannot

be uniformly second-order accurate in the whole neighbourhood of critical points. If

ψ(1) = 1, then TVD schemes have second-order accuracy in the region sufficiently

far from the critical points of smooth solutions.

Proof. We follow the analysis methods of [36] in the appendix

The reason this theoretical work is revisited by us here, is because some authors

suggest using the second order at extrema condition in the design of limiters [36,

37] and others [79] suggest that satisfying the theoretical second order at extrema

condition does not have practical consequences. In our work we have suggested

various modifications to limiters including pushing into the Sweby region, this breaks

the 3ψ(R = 1/3)− ψ(R = −1) = 2 condition for the ENO2 limiter.

We now turn to a very important property of the numerical scheme, linear invariance.

Definition 2.3.3 (Linear invariant scheme). The map ui 7→ αwi + β leaves the

numerical method unchanged.

One consequence of linear invariance is the preservation of constants under incom-

pressible flow and normally desired in atmospheric advection [20], [19]. Linear in-

variance is more general still and allows temperature to be modelled identically

whether in Kelvin or Celsius. In [40] it is incorrectly stated that the scheme is not

linear invariant whether in state or flux interpolated form, we show below that the

state interpolated form is linear invariant for an incompressible flow.

Theorem 2.3.4 (Linear invariance). The method described in Section 2.2 is linear

invariant.

Proof. As in [40] the transform ui 7→ αwi + β is investigated for linear invariance.

However, we do the analysis after the use of a discrete divergence free condition,

∂u

∂t
+

(
1

2

[
c+
i+0.5ψ(Ri)

]
+ c+

i−0.5

[
1− 1

2
ψ(Ri−1)/Ri−1

])
(ui − ui−1) (2.70)

−
(
c−i+0.5

[
1− 1

2
ψ(

1

Ri+1

)Ri+1

]
+

1

2

[
c−i−0.5ψ(R−1

i )

])
(ui − ui+1) (2.71)

+ same expression with i 7→ j = 0, (2.72)

and observe

Ri =
(ui+1 − ui)
(ui − ui−1)

7→ (αwi+1 + β)− (αwi + β)

(αwi + β)− (αwi−1 + β)
=

(wi+1 − wi)
(wi − wi−1)

, (2.73)
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ui − ui−1 7→ α(wi − wi−1), (2.74)

∂u

∂t
= α

∂w

∂t
, (2.75)

giving exact linear invariance of the numerical method. So constants are preserved

exactly, and the equation is scaling invariant. This holds for both θ = 0, 1.

2.3.5 Time step restrictions

Our numerical scheme Section 2.2 has a time step restriction for a discrete maximum

principle that depends on which limiter is used, whether a directional mean value

theorem holds and what temporal discretisation is used. We collate a table Table 2.1

of the maximum cell defined Courant number the scheme has a discrete maximum

principle predicted by Theorem 2.3.1, for some of the limiters introduced in the next

subsection. This table can be used to conveniently check whether the scheme should

be producing positive or discrete maximum principle satisfying results.

Scheme Limiter Theorem 2.3.1-C Spekreijse-C

SSP33/FE ψ(R) = 0 1 1
SSP33/FE ψ(R) = aR + b 0 0

SSP33/FE vanAlbada(R) 0 2−
√

2
SSP33/FE Ospre(R) 0 1/2
SSP33/FE ENO2(R) 0 1/2
SSP33/FE vanAlbadaP (R) 4

5+
√

2
4

5+
√

2

SSP33/FE OspreP (R) 4/7 4/7
SSP33/FE minmod(R)/ENO2P (R) 2/3 2/3
SSP33/FE Koren(R) 1/2 1/2
SSP33/FE Woodfield(R,M,m) 2/(2 +M −m) 2/(2 +M −m)
SSP33/FE Differentiable(r) 2

4+

√
5
√

5
2
− 11

2

≈ 0.4651 2

4+

√
5
√

5
2
− 11

2

≈ 0.4651

RK4 Koren(R) 0 0

Table 2.1: This table contains the sufficient Courant number restrictions for tem-
poral discretisation of Section 2.2 to satisfy a local discrete maximum principle for
different limiters. Column one is the sufficient Courant number limit for incom-
pressible flow and column two is the sufficient Courant number limit for directional
mean value theorem satisfying flows. These time stepping criteria hold in more di-
mensions; however the definition of the Courant number changes.

2.3.6 Symmetric limiters: Old and New

We first introduce some important symmetric flux limiter functions in Speckreijse

admissible region, but not in the Sweby admissible region

van-Albada(R) =
R2 +R

R2 + 1
, (2.76)

Ospre(R) =
3

2

R2 +R

R2 +R + 1
, (2.77)
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2

D1

y = 2r

r

y

(a) Sweby admissible region, as well as the
ENO2 scheme in green, Ospre in blue, and
van Albada in red

D2

y = (2 + α)R

y = M

y = −MR

y = α

R

y

(b) Spekreijse limiter region for the Ospre
scheme.

Figure 2.4: D1 is the Sweby region, D2, is the Spekreijse region, which has two
free parameters α ∈ [−∞, 0], M ∈ (0,∞). We can see that the limiters, van
Albada (red) Eq. (2.76), Ospre (blue) Eq. (2.77), and ENO2 (green) Eq. (2.78) are
not contained in the Sweby region D1 (or even the new incompressible flow limiter
region D4 Fig. 2.3), but are in the Spekreijse region D2 with values for (M,α) given
by [1.5,−0.5], [1/2(1−

√
2), 1/2(1 +

√
2)], [−1, 1] respectively. We have only plotted

this region for the Ospre limiter in Fig. 2.4b.

ENO2(R) =

R where |R| ≤ 1,

1 where |R| ≥ 1.
(2.78)

These are introduced in the respective papers [80, 79, 30] and are plotted in Fig. 2.4a

for convenience. We also introduced the following subscript P limiters, as those

positive coefficient limiters who are “pushed” into being in the Sweby diagram by the

removal of the tail, these limiters are designed keep the symmetry property and fix

the monotonicity problems of the previous limiters in accordance with Section 2.3.2.

van-AlbadaP (R) =

R2+R
R2+1

, R ≥ 0

0, R < 0
, (2.79)

OspreP (R) =

3
2

R2+R
R2+R+1

, R ≥ 0

0, R < 0
(2.80)

ENOP (R) = minmod(R) = max(0,min(R, 1)) (2.81)

2.3.7 Non symmetric limiters and symmetry breaking

We also introduce the Koren [41] limiter,

Koren(R) = max(0,min(2, 2R, 2R/3 + 1/3)). (2.82)

It is not symmetric, but is an accurate limiter consisting of restricting the third

order upwind region to the Sweby region. We introduce a new limiter with free
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parameters Mψ,mψ defined by

Woodfield(R,Mψ,mψ) =



{
R ≤ −1 : R+R2

1+R2 I)
}

{
−1 < R < −1

2
: 0,
}{

−1
2
< R < − 1

−3mψ−2
: 2

3
R + 1

3

}
{

1
−3mψ−2

< R < 0 : mψR
}

{
0 < R < 1

4
: 2R

}{
1
4
< R <

3Mψ−1

2
: 2

3
R + 1

3

}
{

3Mψ−1

2
< R : Mψ

}
(2.83)

consisting of restricting the third order upwind region to the new more general

limiter region. We also add on the tail of the van-Albada scheme as an optional test

using an indicator function I, this is arbitrary and for numerical experiments only.

We also introduce the SuperbeeR limiter,

SuperbeeR(R, d,Mψ = 3,mψ = −1) =

 max(0,max(min(2R, 1),min(R,Mψ))) : R ≥ 0

min(mψR, 1) where : (R < 0)

(2.84)

which serves as an extension of traditional Superbee limiter to the new limiter region.

This is to test our limiter region but could have application to front tracking and

free surface flows. Both these limiters are plotted for convenience in Fig. 2.5b.

We can define a similar extension to the Koren limiter by restricting the third order

upwind region to the θ = 0 maximum principle limiter region for some M,m creating

the Woodfield(r,M,m) limiter, plotted in Fig. 2.5a.

We introduce the first(to our knowledge) globally differentiable limiter function con-

tained entirely within the second order region, suitable for incompressible flow. It

touches the third order region for accuracy.

Differentiable(r) =



tanh(r) exp(r), where r ≤ 0,

−8r3 + 16/3r2 + r, 0 < r ≤ 1/2

1/3r + 2/3, 1/2 < r ≤ 3

1/3 tanh(r − 3) + 5/3, r > 3

(2.85)

plotted in Fig. 2.5a. This limiter is a placeholder limiter that could easily be im-

proved on/replaced with the proposal of piecewise polynomials with the same prop-

erties.

We are not advocating for such limiters at this point, just demonstrating our theory

is correct and may have uses.
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Figure 2.5: New limiters in their respective θ = 0, 1 regions.

2.4 Numerical Demonstrations: Test setup and

results

We have two distinct types of flow (Mean value theorem satisfying, and Mean value

theorem violating), three different limiter regions (Spekreijse, Sweby, and our new

limiter region(s)Fig. 2.3) and we also have two types of time stepping algorithms to

test, SSP33, and RK4. We introduce two monotonicity tests, solid body rotation

in which a mean value theorem holds in each direction and all limiters should work

for by [27], and a deformational one used to verify that the Spekreijse limiter region

is not appropriate for incompressible flow, but our new limiter regions are. We

also introduce the solid body rotation test case of the LeVeque initial conditions to

compare the accuracy results of the new limiter functions.

2.4.1 Setup: monotonicity tests

The numerical domain is Ω = [0, 1] × [0, 1] discretised by 200 × 200 cells, with

periodic boundary conditions. We run the scheme with 4000 timesteps resulting in

a Courant number maximum of around 0.3. The velocities and fluxes are located

at the midpoints of faces (i + 1/2, j), (i, j + 1/2), and we only consider normal

components. We locate the stream function Ψ(x, y) at the cell vertices and then

use a discrete form of the curl operator to create a divergence free vector field (to

machine precision). For the initial stream functions, we use the following functions

Ψ = −π((x− xc)2 + (y − yc)2), (2.86)

Ψ =
1

2
sin(4πx) sin(4πy). (2.87)

The well-known solid body rotation flow Eq. (4.32) has a directional mean value

theorem applying (with the directionally constant property with ci = ci+1/2,j =
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the difference is plotted.
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used for testing positivity preservation of dif-
ferent limiters when the flow does not satisfy
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As will be shown in Fig. 2.8a.

Figure 2.6: These figures are generated from the two monotonicity tests and have
used the SSP33 initial conditions and the CUI scheme. Plotted are the initial and
final contours at levels 0.1, 0.2, 0.3, ...0.9, 1.0, the streamlines are plotted, and the
colours denote the difference between the final and initial condition.

ci−1/2,j = −∆t
∆x

π
2
yj, cj = ci,j+1/2 = ci,j−1/2 = ∆t

∆y
π
2
xi), the sinusoidal deforma-

tionEq. (2.87) does not have a directional mean value theorem. For the initial

condition of the tracer we use the challenging LeVeque initial conditions [81] , de-

fined below

q =



1
√

((x− 0.5)2 + (y − 0.75)2)) ≤ 0.15, and(x ≤ 0.475)

1
√

((x− 0.5)2 + (y − 0.75)2) ≤ 0.15, and(x > 0.525)

1
√

((x− 0.5)2 + (y − 0.75)2) ≤ 0.15, and(y ≥ 0.85),

and(0.475 < x ≤ 0.525)

(1− Rcone
0.15

) for (Rcone =
√

((x− 0.5)2 + (y − 0.25)2) ≤ 0.15)

1
2
(1 + cos(πRcos

0.15
) for (Rcos =

√
((x− 0.25)2 + (y − 0.5)2) ≤ 0.15)

0 else,

(2.88)

These convergence tests have been visualised for the unlimited SSP33 CUI scheme

in Fig. 2.6a, Fig. 2.6b at 128×128 resolution and the unlimited scheme is sufficiently

accurate.
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2.4.2 Setup: convergence tests

We define the convergence test suite by constructing four fields and a sufficiently

smooth initial condition. Convergence test one is diagonally constant flow with

doubly periodic boundary conditions Eq. (2.89). Convergence test two is a time re-

versing quadratic deformation Eq. (2.90). Convergence test three is a time reversing

sine deformation Eq. (2.91). Convergence test four is solid body rotation Eq. (2.92).

These velocity fields are respectively defined in terms of their stream functions as

follows

Ψ = (y − x), (2.89)

Ψ = 8πx(x− 1)y(y − 1) cos(πt), (2.90)

Ψ =
1

2
sin(2πx) sin(2πy) cos(πt), (2.91)

Ψ = −π((x− xc)2 + (y − yc)2). (2.92)

The initial conditions used to test convergence is the following compact C4 widened

cosine bump located at 0.5, 0.75

u0 =
1

4
(1 + cos(πr))2,

r =
1

0.25
min(((x− 0.5)2 + (y − 0.75)2)0.5, 0.25).

(2.93)

The initial condition streamlines and several contours for each numerical simulation

of the SSP33 CUI unlimited scheme are plotted in Fig. 2.7 at resolution 128× 128

where the colour map denotes the difference between the initial and final initial

condition. All convergence tests are done at 16 × 16, 32 × 32, 64 × 64, 128 × 128

resolution, where the Courant number is held constant around 0.2 by decreasing the

time step proportionally to the mesh refinement.

2.4.3 Numerical results: Description and Conclusions

In Fig. 2.8b we plot the minimum values produced mini,j u
n
i,j under the solid body

rotation flow of the LeVeque initial conditions Fig. 2.6a. This is done for the limiters,

Ospre, Van Albada, ENO2, OspreP, Van AlbabaP, ENO2P, Koren, Woodfield, and

the new differentiable limiter, (Eqs. (2.76) to (2.83) and (2.85)) with the SSP33

scheme. We also plot the minimum values produced for the RK4 scheme with the

Koren limiter Eq. (2.82). We observe an initial negative value of order 10−8 for the

RK4 scheme with the Koren limiter. This gives evidence that the SSP literature is

of practical importance, this is contrary to the conclusion in [40]. We observe all the

schemes with SSP timestepping including Ospre and Van Albada remain positive for

the directionally constant flow test case (solid body rotation), this provides evidence

that Spekreijse’s theory does hold for directionally mean value theorem satisfying

(MVTS) test cases as indicated in Section 2.3.1.
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Figure 2.7: SSP33 CUI scheme under the different convergence test suites at
128 × 128 resolution, we plot tracer contours at every 1/6th of the test case at
the tracer values 0.1, 0.2, 0.3, ..., 1. We plot the initial condition streamlines, the
colour represents the difference between initial and the final timestep. The unlim-
ited scheme produces accurate enough results to propose it for a potential advection
algorithm for dynamical cores.
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As discussed in Section 2.3.1 we need to test a flow which is not directionally constant

and may be mean value theorem violating (MVTV). This is to assess the suitability

of limiters for more general incompressible flow. We use the sinusoidal incompress-

ible flow defined in Eq. (2.87) on the same LeVeque initial conditions. The minimum

values for several limiters are plotted in time in Fig. 2.8a. The ENO2, Ospre, and

the van-Albada limiters Eqs. (2.76) to (2.78) all fail to preserve positivity with sig-

nificant negative values of order 10−2 appearing. The negative values produced in

Fig. 2.8a for the ENO, Ospre, and Van Albada limiter Eqs. (2.76) to (2.78) are one

of the most important numerical results in this chapter, and is evidence that the

Spekreijse region is not appropriate for truly incompressible flows. We also see in

Fig. 2.8a and the Table 2.2 that versions of these limiters pushed into the Sweby

region (with subscripts P) Eqs. (2.79) to (2.81) have no observed negative values

at any point in time. These numerical results align with the theoretical conclu-

sion that the Sweby region is appropriate for incompressible flow as explained in

Section 2.3.2. We also see in Fig. 2.8a and the Table 2.2, that the new limiters

Woodfield(R, 4, 0), Differentiable(r) also remain positive over all time. This gives

evidence that limiters which are strictly not contained in the Sweby region but are

in the newly derived larger limiter regions Fig. 2.3 are suitable for incompressible

flow and gives numerical evidence that the Theorem 2.3.1 holds.

We also collate the minimum value over all space and time for both the sinusoidal

flow and the solid body rotation case in the Table 2.2. This is to check for minimum

values too small to be visible in Figures 2.8a and 2.8b and to introduce a few extra

limiters. If one compares Table 2.2 to Table 2.1, we see that all the theoretical pre-

dictions made by the strong stability preserving literature and predictions made in

this chapter regarding suitable limiter regions in Section 2.3.2 and Theorem 2.3.1 are

observed numerically to machine precision. More specifically we observe for strong

stability preserving schemes, that the positivity is preserved to machine precision

for the Sweby region limiters, and both of the new limiter regions, but not for some

traditional limiters in the Spekreijse region, unless the flow is directionally constant.

In Fig. 2.9 we plot the results of the solid body rotation Eq. (2.92) test case of the

LeVeque initial conditions Eq. (2.88), for the five unlimited schemes, associated with

SOU, CUI, CDS, Fromm and FOU (first order upwind). These methods are plotted

in the limiter regions in Fig. 2.3 and defined explicitly in Eq. (2.68). We observe

that all linear schemes with order greater than one have visible negative values.

First order upwind does not produce negative values but it is not accurate enough

to resolve the various shapes. Furthermore, there is a noticeable enhancement in

accuracy and shape preservation using the CUI method. The plots of the unlimited

schemes under solid body rotation in Fig. 2.9 are useful design criteria for designing

and motivating a new limiter. This observation lead to the design improvement

found in the new limiters Eq. (2.85), Eq. (2.83) by trying to attain the accuracy of

the unlimited CUI scheme. The fact that the CUI scheme performs more accurately
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Figure 2.8

is perhaps explained by Eq. (2.66), where the method can be interpreted as a finite

difference method approximating the pointwise equation Eq. (2.64) with a vanishing

third order truncation error when the flow is directionally constant.

In Fig. 2.10 we plot the results of the solid body rotation test case of the LeVeque ini-

tial conditions at the final timestep, for the Ospre(R) limiter, OspreP (R) limiter and

the new Differentiable(r) limiter, defined by Eq. (2.77), Eq. (2.80) and Eq. (2.85).

All results are bounded and shape preserving. The difference between Ospre(R) lim-

iter and the OspreP (R) limiter is negligible. This was a surprise, as some literature

suggests that the use of limiters out of the Sweby region could resolve peaks better

because the limiter is non zero when the gradient changes [36, 37]. In Fig. 2.10

we observe that the new Differentiable(r) limiter resolves the cone and the slotted

cylinder notably more accurately, than both the Ospre(R) and the OspreP (R) lim-

iter, and unlike OspreP (R) the Differentiable(r) limiter is differentiable, and unlike

the Ospre(R) limiter the Differentiable(r) limiter is suitable for truly incompressible

flow.

In Fig. 2.11 we plot the numerical solution at the final timestep of the solid body rota-

tion test case of the LeVeque initial conditions for the new limiters Woodfield(R, 4, 0),

Woodfield(R, 2,−2) alongside the well-known Koren(R) limiter. We observe bound-

edness and shape preservation in all three cases. There is preferable resolution of the

slotted cylinder and cone peak in the Woodfield(R, 4, 0) limiter. This gives numerical

evidence that there may be accuracy benefits in using the newly defined limiter re-

gions in Fig. 2.3. There is no discernable difference between the Woodfield(R, 2,−2)

and the Koren Limiter. This, provides more numerical evidence that the negative

gradient θ = 1 region was not particularly helpful in gaining additional accuracy.

In Fig. 2.12 we plot the final time step solution of the LeVeque initial conditions

under the solid body rotation flow for the novel limiter SuperbeeR(R, 4, 0), alongside

the well-known Superbee(R) limiter. We do not observe any unboundedness larger

than machine precision in Fig. 2.12. In Fig. 2.12 we see boundedness and some shape
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preserving properties for both limiters; however, we also see the famous terracing and

over compressive behaviour typically associated to the Superbee limiter on both the

cone and on the cosine bell. This results in poor representation of smooth peaks, and

the slotted cylinder being represented suspiciously well. The extended SuperbeeR

limiter is even more compressive than the traditional Superbee limiter, as can be seen

at the peak of the cone, but can also be observed at the slotted cylinder when zoomed

in. Both Superbee limiters have been tested for monotonicity and positivity under

the sin deformational flow and also observe boundedness for all time in Fig. 2.8a.

Both are too compressive to be seriously suggested in dynamical core algorithms,

but may have applications in front tracking.

In Table 2.3 we display the computed relative error norms of the solution u compared

to the exact solution ue defined by re(u) := ||u−ue||p
||ue||p for p = 1, 2,∞ for the limiters

in Eqs. (2.76) to (2.78) and their modified pushed forms in Eqs. (2.79) to (2.81)

for the solid body rotation of the LeVeque initial conditions. In Fig. 2.13 we plot

horizontal cross sections through the midpoint of each advected cosine, cone and

slotted cylinder shape after the solid body rotation of the LeVeque initial condi-

tions. Out of all these limiter functions Ospre and OspreP are the most accurate.

The push into the Sweby region does not appear to decrease the accuracy of these

traditional limiters as observed in L1, L2, L∞ in Table 2.3 and to the eye in Fig. 2.13.

Indicating the push of Spekreijse limiters into the Sweby region does not result in

a loss in accuracy. The ENO2 and the minmod(ENO2P ) scheme perform similarly

at the peaks, despite the fact that the ENO2 scheme satisfies the second order at

smooth extrema condition 3ψ(1/3)−ψ(−1) = 2, but the minmod(ENO2P ) does not.

This indicates that the theoretical result regarding second order accuracy at critical

extrema does not translate to better accuracy at peaks, which could be attributed

to the degradation of accuracy within some region of the extrema condition [36].

In Fig. 2.14 we plot the horizontal cross sections through the midpoint of each ad-

vected shape; cosine, cone and slotted cylinder, at the final time step of the solid

body rotation test of the LeVeque initial conditions. We do this for the limiters

Eq. (2.82), Eq. (2.77), two versions of the Eq. (2.83) limiter, as well as the new glob-

ally differentiable limiter Eq. (2.85), all under the SSP33 scheme. In Fig. 2.14 we ob-

serve that the new differentiable limiter is almost as accurate as the Koren limiter, it

suffers a very slight loss of accuracy at the peaks. The Woodfield(R, 2,−2) performs

practically indiscernibly to the eye to the Koren(R) limiter. The Woodfield(R, 4, 0)

limiter has slightly better accuracy than the Koren limiter, most notable at the

peaks. This indicates that additional accuracy can be gained using the new limiter

regions.

We plot the results of all convergence test cases in Fig. 2.15, defined in Section 2.4.2

and visualised in Fig. 2.7. The results are arranged in a 2 by 4 grid of sub-figures,

where each row corresponds to a different flow test case, and figures in the same row

but different column differ only with regard to the schemes and limiters being used.

Row one contains the convergence of the cosine squared bump Eq. (2.93) under the
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Scheme Limiter MVTV-sin MVTS-sbr
min∀n,i,j u

n
i,j min∀n,i,j u

n
i,j

SSP33 vanAlbada(R) −9.62151× 10−4 0.0
SSP33 Ospre(R) −1.65800× 10−2 0.0
SSP33 ENO2(R) −1.39113× 10−2 0.0

SSP33 vanAlbadaP (R) 0.0 0.0
SSP33 OspreP (R) 0.0 0.0
SSP33 minmod(R) 0.0 0.0
SSP33 Koren(R) −2.36110× 10−18 −1.54498× 10−18

SSP33 Woodfield(R) −2.66384× 10−18 −2.01525× 10−18

SSP33 Differentiable(r) 0.0 0.0
RK4 Koren(R) −5.32587× 10−9 −2.29303× 10−8

Table 2.2: This table contains the minimum values attained over all points over
all time of the experiments. For both the Mean Value Theorem Violating flow
(MVTV), and Mean Value Theorem Satisfying flow(MVTS). The important points
are: the RK4 scheme is not positivity preserving but performs quite well. Limiters
in the Spekreijse region strictly out of the new limiter regions Fig. 2.3 are no longer
appropriate for incompressible flow, see the first 3 values. Bold indicates significant
positivity violation.
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Figure 2.9: Solid body rotation of LeVeque initial conditons for SOU, CUI, CDS,
Fromm and first order upwind, at the final time of a 200 × 200 × 2000 resolution
simulation. Any negative values below negative −1e− 14 will be plotted as if −0.5
and will shift the entire colour range, so that the colour scheme highlights negatives
should they appear.
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Figure 2.10: Solid body rotation of the LeVeque initial conditions, at 200×200 reso-
lution for the SSP33 scheme with the Ospre(R), OspreP (R)and the Differentiable(r)
limiters respectively.
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Figure 2.11: Solid body rotation of the LeVeque initial conditions, at 200 × 200
resolution for the SSP33 scheme with the Woodfield(R, 4, 0), Woodfield(R, 2,−2)
and the Koren(R) limiters respectively.
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Figure 2.12: Solid body rotation of the LeVeque initial conditions, at 200 × 200
resolution for the SSP33 scheme with the Superbee(R) and the SuperbeeR(R, 3,−1)
limiters respectively.

diagonally constant flow Eq. (2.89) flow, row two uses the quadratic time reversing

deformational flow Eq. (2.90), row three uses the sinusoidal time reversing deforma-

tional flow Eq. (2.91), and row four uses solid body rotation Eq. (2.92). The first

column contains the Ospre(R),van Albada(R) and the ENO2(R) one-dimensional

limiters, alongside their pushed counterparts OspreP (R), van AlbadaP (R) and the

ENO2P (R) and the new Differentiable(r) limiter all run using the SSP33 timestep-

ping scheme. The second column of Fig. 2.15 contains different schemes, including

the Koren limiter with both RK4 and SSP33, the linear schemes CUI, Fromm, the

first order upwind scheme and the Woodfield(R,M,m), Eq. (2.83) limiters.

The convergence results in Fig. 2.15 are perhaps not run far enough into the asymp-
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Scheme Limiter L1 L2 L∞

SSP33 van Albada(R) 0.254469 0.309882 0.811324
SSP33 van AlbadaP (R) 0.254296 0.309748 0.811290
SSP33 Ospre(R) 0.231790 0.295968 0.804238
SSP33 OspreP (R) 0.231324 0.295734 0.804449
SSP33 ENO2(R) 0.350092 0.366133 0.819102
SSP33 ENO2P (R) 0.349999 0.366052 0.818404

Table 2.3: This table contains the relative error norms of the symmetric limiters,
and there pushed counterparts for the solidbody rotation of the LeVeque initial
conditions, at 200 × 200 resolution for the SSP33 scheme. We see that the new
limiters do about the same in most error norms. Bold font is used to distinguish the
smaller of the error when comparing the limiter and its pushed counterpart.

totic regime to conclude the formal order of all the methods, however convergence

rates can be compared amongst each other, and second order is certainly being ap-

proached. Conveniently, because in Fig. 2.15 no lines significantly cross each other,

the final gradient computed by log(reL2(u1282)/reL2(u642)) log(2)−1 serves as a simple

measure of the order and informally indicates the accuracy of the respective numer-

ical methods. We collate the convergence rate of all schemes under all test cases

in Table 2.4, as a more convenient method of comparing accuracy and convergence

order between schemes.

In the convergence plots Fig. 2.15b, Fig. 2.15d, Fig. 2.15f and Fig. 2.15h, and line

15 in Table 2.4 we observe that the first order upwind numerical scheme conver-

gences slowly and doesn’t reach near first order convergence in our test cases. We

observe the Fromm scheme without any limiting procedure observes near second

order convergence as expected, but has not reached this asymptotic convergence

for the more challenging test case of sinusoidal time reversing deformational flow,

which requires more resolution. However, the CUI scheme without limiting appears

to have achieved second order in these flow cases, and near third order convergence

behaviour for the diagonal and solid body rotation case, in line 13 of Table 2.4, and

remains the most accurate scheme for all convergence plots, as seen in Fig. 2.15b,

Fig. 2.15d, Fig. 2.15f and Fig. 2.15h. The success of the CUI’s convergence further

indicates the utility of designing limiters near the third order region when possible.

For the Sin Deformation flow, the true second order behaviour is observed, perhaps

exposing the formal order limitations of using one gauss point for the numerical

flux (yet to be determined). In Figure 2.15 we occasionally see preferable conver-

gence and error for the Koren/Woodfield/Differentiable limited schemes, over the

unlimited Fromm scheme.

In the first 6 lines in Table 2.4 and also the plots of relative error in Figures 2.15a,

2.15c, 2.15e and 2.15g(column one), we notice that there is no discernible change

to the order of convergence or relative error in all four convergence test cases

Eqs. (2.90), (2.91), (4.32) and (4.33), between the traditional limiters (ENO2(R),

Ospre(R), van-Albada(R)) Eqs. (2.76) to (2.78) in the Spekreijse region and the
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pushed limiters ENO2P (R), OspreP (R), van-AlbadaP (R)) Eqs. (2.79) to (2.81)

strictly in the Sweby diagram. We also observe the Ospre limiters outperform the

van Albada limiters, which in turn outperforms the ENO2 limiters. This is seen

in the plots of error in Fig. 2.15a, Fig. 2.15c, Fig. 2.15e, Fig. 2.15g, as well as the

order displayed in the first 6 lines in the table Table 2.4. In the 7th line in Ta-

ble 2.4 and over all convergence plots in Fig. 2.15, we observe that the Differentiable

limiter Eq. (2.85) has better convergence and error than the ENO2(R), Ospre(R),

van-Albada(R) Eqs. (2.76) to (2.78) limiters and approaches the order and accuracy

of the Koren(R) limiter.

In Fig. 2.15b, Fig. 2.15d, Fig. 2.15f and Fig. 2.15h and lines 8,9 in Table 2.4 we

observe that there is little difference in accuracy or convergence order between the

RK4 and SSP33 timestepping methods. This indicates that the spatial error domi-

nates the total numerical error, and little is gained by using a higher order in time

integration scheme for the choice of resolution and tests described here. Because the

Courant number is near the Maximum permissible time step this observation may

be useful in optimising computational cost, it indicates the cheaper SSP33 scheme

gets similar levels of accuracy to RK4, and the cheaper SSP22 scheme may be worth

investigating.

In the convergence plots Fig. 2.15b, Fig. 2.15d, Fig. 2.15f and Fig. 2.15h, and lines

9,10,11,12 in Table 2.4 we observe that Woodfield(R, 4, 0) limiter can gain accuracy

and better convergence order than the Koren limiter but Woodfield(R, 2,−2) does

not. This implies there can be improved convergence and accuracy using meth-

ods in the new extended limiter region, but requires careful design of the limiter,

adding on part of a van-Albada tail arbitrarily was not particularly beneficial, but

touching the third order region for more of the limiter region (R, y) was helpful.

In the θ = 1 framework the Woodfield(R, 4, 0) did produce better results than the

Koren limiter, however the improvement in accuracy comes at a reduced timestep

Table 2.1. It is an open question to what value Woodfield(R,M, 0), M ∈ [1,∞] is

most computationally efficient as there is a trade-off between accuracy/order and

time step.

2.5 Conclusion

In a lot of applications users of flux limiters are not concerned about violating con-

dition Eq. (2.4) (ψ(r) = 0, r ≤ 0) by appealing to practicality [82], [83]. More

formal justification, of violating condition (2.4) and Eq. (2.3) can be invoked us-

ing Spekreijse’s extended limiter region and using Spekreijse’s monotonicity theory.

However, this only applies when one uses the flux difference splitting or the flux

vector splitting frameworks. When the equation has an explicit dependence on an

incompressible velocity field, and one uses a flux form method, we have demon-

strated that violating Eq. (2.4) and using the Spekreijse’s extended limiter region

for some commonly used limiter functions can cause serious problems in practice.
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Figure 2.13: Symmetric Spekreijse limiters and their Symmetric push into the Sweby
region. We use the horizontal cross sections through the middle of the three LeVeque
shapes; cosine, cone and the Zalesak slotted cylinder. Conclusion, all the pushed
limiters are almost indistinguishable to the eye from the original limiters.
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Figure 2.14: New differentiable limiter has results very similar to the Koren limiter.
The differentiable limiter is more accurate than the Ospre limiter and is suitable
for incompressible flow. The Woodfield(R,2,-2) limiter has similar accuracy to the
Koren scheme and runs at a reduced timestep, the Woodfield(R,4,0) limiter is more
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Convergence Test cases Observed Order

Scheme Limiter Diag Quad Sin Sbr

SSP33 minmod(R) 1.473 1.465 1.005 1.560
SSP33 ENO2(R) 1.475 1.465 1.005 1.561
SSP33 vanAlbadaP (R) 1.522 1.711 1.366 1.716
SSP33 vanAlbada(R) 1.523 1.711 1.365 1.716
SSP33 OspreP (R) 1.590 1.875 1.472 1.767
SSP33 Ospre(R) 1.586 1.868 1.464 1.764
SSP33 Differentiable(r) 2.082 2.354 1.783 2.364
RK4 Koren(R) 2.125 2.396 1.816 2.424

SSP33 Koren(R) 2.125 2.396 1.816 2.424
SSP33 Woodfield(R, 2,−2) 2.115 2.404 1.813 2.394
SSP33 Woodfield(r, 3,−1) 2.288 2.487 1.888 2.565
SSP33 Woodfield(R, 4, 0) 2.333 2.516 1.904 2.581

SSP33 CUI 2.880 2.519 1.881 2.868
SSP33 Fromm 1.962 2.476 1.789 1.947
SSP33 FOU 0.412 0.354 0.236 0.404

Table 2.4: This table contains the convergence rate of relative L2 error between
running at 64 × 64 as compared to 128 × 128 resolution for the four seperate flow
cases.

The main contribution is the derivation of two new limiter regions, more general than

the Sweby region, sufficient for multidimensional incompressible flow to maintain a

discrete local maximum principle. More generally we show that the Spekreijse limiter

region is not appropriate for the flux form incompressible advection equation unless

a directional mean value theorem can be proven for each direction.

The reason this could have been missed is for many reasons; people commonly have

more ambitious equations in mind and use flux vector and flux difference splitting

techniques. Another reason this is missed is that for lots of simpler tests a mean

value theorem does apply, for example in [83], the advection equation is tested

numerically using seven different flows. However, in all examples they picked flows

in which a directional mean value theorem held by coincidence (or possibly shrewdly

chosen tests knowing the true intent for gas dynamics), and consequently they did

not see any monotonicity violations. Another reason this is missed is because people

often use the Sweby region rather than the Spekreijse’s limiter region because they

care about the internal subcell representation remaining bounded by its neighbour’s

cell mean values.

We have proven that the Sweby region is sufficient for a discrete maximum princi-

ple, and demonstrated quasi-necessity when the limiter is demanded symmetric in

Section 2.3.2. Furthermore, pushing limiters in the Spekreijse region into the Sweby

region limiters is not only easy and can preserve the symmetry of the limiter, but we

have numerically tested that the new modification preserves accuracy (Fig. 2.13),

convergence order (Table 2.4), peak preservation(Fig. 2.13), and makes the limiters

suitable for incompressible flow Theorem 2.3.1, not only this, it also improves the

Courant number restriction (Table 2.1). However, there is a small price for such a
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modification, is that the push into the Sweby region can make the limiter function

no longer differentiable at zero.

The main advantage to limiter functions such as Ospre and Van Albada arises not

from their accuracy consideration, but from their global differentiability, which al-

lows improved convergence for methods such as Newton iteration. So, although we

have modified them to be discrete maximum principle satisfying, the loss of globally

differentiability is highly undesirable for some applications. By sacrificing the sym-

metry requirement on the limiter, and using our new θ = 0 limiter region, we have

found the first globally differentiable limiter function contained within a second or-

der limiter region suitable for truly incompressible flow. Our numerical experiments

demonstrate preferable accuracy, convergence order and peak resolution that both

the Ospre and van Albada limiters, whilst also being suitable for incompressible

flow.

The newly introduced limiter regions are new and relatively unexplored, the careful

design of limiters in these regions could be used to improve discrete maximum prin-

ciple satisfying schemes. We have managed to increase the compressible properties

of the Superbee limiter with the new SuperbeeR limiter, which may be useful for

front tracking applications. Compressive one-dimensional limiters such as Super-

bee do have uses in physical oceanography [84], amongst the more common limiters

used in this field [85]. As in [40, 41] we also conclude that the Koren [41] limiter

is a robust and accurate limiter to use for numerical transport on the sphere. The

Woodfield(R,M, 0) limiter could be used to increase the accuracy of the Koren lim-

iter, however additional work needs to go into the trade-off between accuracy and

time-step for the parameter M .

Contrary to [40, 41] we come to the conclusion that the SSP literature is of practi-

cal importance, and SSP33 is recommended for this spatial discretisation, showing

reduced cost and monotonicity over the RK4 method without noticeable loss of

accuracy, due to the dominance of spatial errors. The RK4 scheme does perform

surprisingly monotonic, but not sufficiently enough for our application, and has no

theoretical guarantees it will continue to behave this way. It is likely the SSP22

scheme (Heun) will perhaps be useful in reducing the computational cost, and en-

forcing a more strict one step maximum principle in light of(Appendix A.2) than

the SSP33 method.

Using one dimensional limiters in each direction of a multidimensional flux form ad-

vection scheme can achieve stability up to the Courant numbers defined in Table 2.1.

They have inherent local mass conservation due to the flux form description. We

newly identify that the method is exactly linear invariant in state interpolated form

for incompressible flow, this gives constancy preservation. We identify new sufficient

conditions on the limiter for positivity of the cell mean value at the next timestep.

We have identified new sufficient conditions on the limiter for a discrete local cell

mean maximum principle to hold. The method has been tested to be suitable for a

tensor product mesh, but would require additional adaption for the cubed sphere.
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The method has been shown to approach better than first order accuracy for low

Courant numbers.
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Figure 2.15: All convergence results plotted here, are described in Section 2.4.3.
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Chapter 3

Local boundedness principles for

multidimensional slope limiters

3.1 Introduction

3.1.1 Motivation

One dimensional limiting procedures introduced in Chapter 2 may not always be

appropriate for all meshes proposed for dynamical cores [86] without additional

adaption [87]. Furthermore, one dimensional limiting and even some multidimen-

sional limiting procedures may also not be adaptable to truly higher order methods

such those emerging in finite volume NWP models such as MPAS [88] and MCORE

[89] as well as those emerging in discontinuous Galerkin finite element methods such

as the NUMA [90]. Zhang et al. [43], has formulated a slope limiter framework

applicable for a wide class of higher order methods on more general meshes. This

framework currently has been used to maintain global boundedness principles such

as positivity or range boundedness [43]. We will slightly extend the framework of

Zhang et al. [43] from global boundedness principles to local boundedness principles.

Barth and Jespersen in [42] introduced unstructured multidimensional limiters that

have shown to be suitable for second order methods on unstructured and structured

grids. We show that using the new approach to local boundedness limiters in this

chapter leads to a new multidimensional limiter strictly more accurate than the

Barth and Jespersen limiter, whilst still satisfying the same cell mean maximum

principle. We then define a new 4th order finite volume scheme on a uniform struc-

tured grid. We demonstrate that this method it is indeed 4th order for some of the

test cases from the other chapters. We use the new theory introduced to create a

limiter function suitable for maintaining a local maximum principle with respect to

edge sharing neighbour cell mean values. We then use our newly constructed slope

limiter, under the LeVeque solid body rotation test case to demonstrate that the

scheme produces acceptable results with regards to boundedness, and accuracy, and

a local maximum principle. This is all introduced in a framework suitable for exten-

sion. But we first go back to 1976 where Harten Hyman Lax and Keyfitz introduce
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a powerful notion of monotonicity which makes all this possible.

3.1.2 Background material: Forward Euler Upwind

HHLK-monotonicity for unstructured advection.

We first establish the monotonicity of a forward Euler scheme in an unstructured

HHLK [24] sense, and discuss out how the explicit dependence on an arbitrary

velocity field fits into the notion of sign preservation, and a discrete local maximum

principle. In this section we review this historical example with the more modern

unstructured notation aligning with [72] but we introduce additional dependence on

the velocity field, rather than separate out the averaged flow through an edge as

in [72] this is to ensure the generalisation to higher order finite volume schemes is

straightforward.

Definition 3.1.1 (Forward Euler Upwind). The forward Euler first order upwind

scheme on an unstructured mesh, is the simplest finite volume method. This method

consists of approximating the compact subcell reconstruction pK within cell K by

the constant cell mean value ūK and the flux through a face is approximated using

second order Gauss quadrature at the midpoint of each face, and takes the following

form

ūn+1
K = ūnK −∆t

∑
L∈N(K)

|σKL|
|K|

fnKL(ūK , ūL,v(xKL) · nKL), ∀K ∈M. (3.1)

We sketch an element of the mesh in Fig. 3.1. The face belonging to the boundary of

cell K and L is defined by the intersection of the cell boundaries σKL := ∂K ∪∂L =

∂K ∩L. N(K) := {L ∈M
∣∣|σKL| > 0} denotes the set of face-sharing neighbours of

cellK. The midpoint of face σKL is denoted by the position vector xKL. The positive

and negative superscript denotes (·)+ := max(0, ·), (·)− := min(0, ·) the positive and

negative component of an input. |K| denotes the volume (Lebesgue measure) of

the cell K and |σKL| denotes the volume/area (Lebesgue measure) of the face σKL

which are assumed positive. We denote pK(x), as the subcell representation of cell

K. fKL denotes the flux from cell K into the cell L. nKL is the outward unit normal

from cell K into cell L. v(x) denotes the velocity. For the advection equation, the

Riemann problem is tractable and given by the upwind/donor cell numerical flux

function

fKL = fKL(aK , bL,v · nKL) = [v · nKL]+aK + [v · nKL]−bL. (3.2)

The definition of a Consistent Conservative Monotone Numerical Flux Function

defined in [72], can be trivially extended to schemes with a faced defined velocity

field as follows.

Definition 3.1.2. A consistent conservative monotone numerical flux function sat-

isfies the following properties. The semi-discrete numerical flux function fKL(a, b,v ·
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Figure 3.1: Diagram of cell K, and the face σKL of a face sharing neighbour L ∈
N(K), with outward unit normal nKL.

nKL) reconstructs the face value such that it is consistent with the boundary flux.

The numerical flux should also inherit the conservative properties of the continuous

flux, fKL(a, b, cKL) = −fLK(b, a, cLK). The map defined by the numerical flux is

fKL is a monotonic flux function in the sense that it is non-decreasing with respect

to the first argument and non-increasing with respect to the second argument in the

following sense ∂afKL(a, b,v · nKL) ≥ 0, ∂bfKL(a, b,v · nKL) ≤ 0.

Theorem 3.1.1. The upwind numerical flux fKL(aK , bL,v ·nKL) = [v ·nKL]+aK +

[v·nKL]−bL, is a consistent conservative monotone numerical flux function satisfying

Definition 3.1.2 for the flux form advection equation.

Direct computation. The numerical flux fKL(aK , bL,v · nKL) = [v · nKL]+aK + [v ·
nKL]−bL is consistent with respect to the physical value at the boundary since it

satisfies the following condition

fKL(a, a,v · nKL) = [v · nKL]+a+ [v · nKL]−a = a(v · nKL). (3.3)

The numerical flux is conservative since

fKL(a, b,v · nKL) = a(v · nKL)+ + b(v · nKL)− (3.4)

= a(v · −nLK)+ + b(v · −nLK)− (3.5)

= −a(v · nLK)− − b(v · nLK)+ (3.6)

= −fLK(b, a,v · nLK). (3.7)
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The numerical flux is monotone in the classical sense by direct computation

∂afKL(a, b,v · nKL) = (v · nKL)+ ≥ 0, (3.8)

∂bfKL(a, b,v · nKL) = (v · nKL)− ≤ 0. (3.9)

Theorem 3.1.2 (Forward Euler HHLK monotone [24]). Given a numerical flux of

form [Definition 3.1.2], the forward Euler scheme Definition 3.1.1 is a monotone

function of surrounding cell mean values. This is sufficient for sign preservation

under compressible flow, under the Courant number restriction

CK = ∆t
∑

L∈N(K)

|σKL|
|K|

∂afKL(a, b,v · nKL) ≤ 1. (3.10)

If in addition a discrete divergence free condition 0 =
∑

L∈N(K)
|σKL|
|K| v · nKL is also

satisfied, then a local maximum principle with respect to neighbouring (face sharing)

cell mean values holds minL∈N(K)∪K ū
n
L ≤ un+1

K ≤ maxL∈N(K)∪K ū
n
L.

Proof. By differentiating the function

ūn+1
K = H(ūK , {ūL}∀L∈N(K), {v · nKL}∀L∈N(K)), (3.11)

= ūnK −∆t
∑

L∈N(K)

|σKL|
|K|

fnKL(ūK , ūL,v · nKL), (3.12)

with respect to each cell mean argument

∂H

∂ūL
= −∆t

|σKL|
|K|

∂ūLfKL ≥ 0, ∀L ∈ N(K), (3.13)

∂H

∂ūK
= 1−∆t

∑
L∈N(K)

|σKL|
|K|

∂ūKfKL ≥ 0, (3.14)

we verify the scheme is a monotone function of surrounding cell mean values under

the following definition of a local cell defined Courant number

CK = ∆t
∑

L∈N(K)

|σKL|
|K|

∂ūKfKL ≤ 1. (3.15)

This notion of monotonicity trivially gives the sign preservation property for arbi-

trary velocity fields. From a discrete divergence free condition 0 =
∑

L∈N(K)
|σKL|
|K| v ·

nKL and consistency of the numerical fluxes one can derive that the equation is

constancy preserving as follows

0 =
∑

L∈N(K)

|σKL|
|K|

fKL(c, c,v · nKL) ∀c ∈ R (3.16)

c = H(ūK = c, {ūL = c}∀L∈N(K), {v · nKL}∀L∈N(K)), ∀c ∈ R. (3.17)
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By temporarily setting the local minima mK and maxima MK to be the neighbour

inclusive cell mean values

mK = min
L∈N(K)∪K

ūL, MK = max
L∈N(K)∪K

ūL, (3.18)

we can observe the inclusive face sharing local maximum principle from consistency

and HHLK monotonicity of the function H as follows

mK = H(mK , {mK}, {v · nKL}∀L∈N(K)) ≤ ūn+1
K ≤ H(MK , {MK}, {v · nKL}∀L∈N(K)) = MK .

(3.19)

We have seen how the monotonicity theory of Harten Hyman Lax and Keyfitz gives

sign preservation, and how the addition of a divergence free vector-field is required

for a discrete local maximum principle.

Remark. The monotonicity of the flux function may sometimes be relaxed to the

weaker Lipschitz continuity property [72, 91]. However, this is no longer alone

sufficient for a discrete maximum principle because we have introduced the face

defined velocity field which is also required divergence free.

We have introduced the background material for the simplest unstructured finite

volume method, and what it means for such a scheme to retain monotone properties

under a variety of flows, both the sign preservation property of compressible flow

and the discrete face sharing maximum principle arising from the incompressibil-

ity assumption. In the next section we introduce some higher order finite volume

methods and develop sufficient conditions on multidimensional slope limiters for the

preservation of a local maximum principle of the following form

ūnK ∈ [mK ,MK ], ∀K. (3.20)

Where mK ,MK may depend on some local quantities such as a stencil of local cell

means {ūi}i∈SK . To do so, we rely on the theoretical slope limiting framework of

Zhang et al. [43], who modified the notion of HHLK-monotone to higher order meth-

ods. In this powerful framework Zhang, Xiangxiong and Chi-Wang [43] constructed

a framework to create higher order schemes for scalar conservation law that satisfy

a global maximum principle (bounded in L∞). Which satisfy the global maximum

principle of the following form

ūK ∈ [m,M ], ∀K, m,M ∈ R. (3.21)

In Section 3.2 we will introduce Theorem 3.2.1 indicating sufficient conditions for an

arbitrary order scheme to retain a local boundedness principle on an unstructured

mesh. We introduce some stencil notation in Section 3.2 this will help specify where

we will impose maximum principles. In Section 3.2.1 we design two new limiters
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based on the ideas of Section 3.2. This concludes the main mathematical contribu-

tion, and the next two sections are applications/examples consisting of pseudo code

type methods with introductions on how the theory in Section 3.2 applies to the

finite volume technique and how limiters in Section 3.2.1 simplify and can be put

into practice.

The first example Section 3.3 consists of introducing a common second order finite

volume method on the simplest grid. We explain how Theorem 3.2.1 can be used

for the Courant number restrictions. In Section 3.3 we also introduce two of the

most commonly used multidimensional slope limiters, and compare with the two

new limiter’s we have introduced.

The second example Section 3.4.1 introduces a new fourth order advection algorithm,

we explain how Theorem 3.2.1 can be used once a new decomposition of the cell

average is found.

3.2 High order, multidimensional slope limiting

for arbitrary meshes, and arbitrary flow.

The framework of Zhang et al. [43] has been used to create positivity preserv-

ing solutions to the compressible Euler equations for arbitrary order Discontinuous

Galerkin finite element methods [44] and has seen practical success for both high

order DG and high order finite volume methods for more triangular meshes [92]. In

this section we use this framework to derive sufficient conditions for a higher order

DGFE or finite volume method to preserve the strictly stronger local boundedness

principle. We do so in a general way, as to design a theoretical limiter capable of

preserving a local maximum principle.

Choosing the test function to be a piecewise constant over a DG finite element

method, or by doing Gauss divergence theorem for a finite volume method, we

arrive at the forward Euler cell mean evolution equation, of the following form

ūn+1
K = ūnK −∆t

1

|K|
∑

L∈N(K)

|σKL|
∑
q∈σKL

wσKLq fKL(pK(xq), pL(xq),v · nKL), (3.22)

where pK(x) denotes a high order polynomial1 approximating the true solution

uK(x) in the cell K. {wσKLq }∀q∈σKL , denotes the set of quadrature weights associated

with the corresponding set of quadrature nodes {xq}∀q∈σKL on a face σKL used to

approximate the flux through a face∫
x∈σKL

fKL(uK(x), uL(x),vKL(x) · nKL)ds ≈ |σKL|
∑
q∈σKL

wσKLq fKL(uK(xq), uL(xq),v · nKL).

(3.23)

1This polynomial could be solved for as in the finite element method or alternatively constructed
from other cell average values as in the finite volume method, or even reconstructed in a more
abstract setting to satisfy certain properties [92].
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The Eq. (3.22) scheme is no longer a monotone function of surrounding cell mean

values in the HHLK [24] sense, however [43, 92] point to the fact that under some

decompositions of the cell average, the scheme is a monotone function of quadrature

point evaluations. The key to this interpretation relies on the assumption that the

cell mean ūK can be decomposed in terms of a positive weighting of flux contribut-

ing quadrature points. This is non-trivial and depends on the method used. One

such cell mean decomposition proposed in [43] involves the fact that the numerical

quadrature of a k-exact polynomial reconstruction over a cell is exact and uses posi-

tive quadrature weights, this is also available for unstructured finite volume methods

[93]. We will simply assume an abstract cell mean decomposition as follows

ūK =
1

|K|

∫
K

pK(x)dx =
∑

q∈Kfc∪Knfc

pK(xq)w
K
q =

∑
q∈Knfc

pK(xq)w
K
q +

∑
q∈Kfc

pK(xq)w
K
q ,

(3.24)

where {wKq }∀q∈K are the set of non-negative quadrature weights associated with

the total set {xq}∀q∈K of quadrature points used decompose the cell average. The

quadrature points associated to the cell mean decomposition can be split into the

flux contributing quadrature points Kfc and the non-flux contributing quadrature

points Knfc.

We will consider the cell mean decomposition as Zhang-acceptable when all flux

contributing quadrature points from Eq. (3.22) are captured with strictly positive

weighting wq > 0, ∀q ∈ Kfc.

The numerical scheme is then written as a finite positive sum of three-point HHLK-

monotone schemes, which resolve the local Riemann problems at the face defined

quadrature points. Theorem 3.2.1 below describes the sufficient conditions for a

local cell mean boundedness principle. We have assumed that there are no corner

defined flux contributing quadrature points to simplify the presentation and time-

step restriction.

Theorem 3.2.1 (Monotone DG and FV schemes (with flux contributing vertex ex-

clusion)). The cell mean value at the next time-step ūn+1
K evolving by the cell mean

evolution equation Eq. (3.22) with a flux of Definition 3.1.2 (with no vertex con-

tributing quadrature points) can be expressed as a monotone function of quadrature

point evaluations [43, 92]. If all quadrature point evaluations arising from a Zhang-

acceptable cell mean decomposition are non-negative pK(xq) ≥ 0, ∀q ∈ K, ∀K ∈
M, and all the edge defined Riemann problems Courant number restrictions are

satisfied:

∆t
wσKLq |σKL|
wKq |K|

∂fKL
∂pK

≤ 1, ∀q ∈ σKL, ∀L ∈ N(K), ∀K ∈M (3.25)

then the scheme is positivity preserving ūn+1
K ≥ 0 [43, 92]. If in addition the vector
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field satisfies the following discrete divergence free condition,

1

|K|
∑

L∈N(K)

|σKL|
∑
q∈σKL

wσKLq (v · nKL) = 0, (3.26)

as well as local boundedness of quadrature point evaluations,

pK(xq) ∈ [mK ,MK ], ∀xq ∈ Knfc (3.27)

pK(xq), pL(xq) ∈ [mK ,MK ], ∀xq ∈ σKL, ∀L ∈ N(K) (3.28)

∆t
wσKLq |σKL|

wKq

∂fKL
∂pK

≤ 1, ∀q ∈ σKL, ∀L ∈ N(K) (3.29)

then the next time level will satisfy a ūn+1
K ∈ [mK ,MK ] local boundedness principle.

Remark. This can be extended for the case in which when there are flux contributing

vertex points. We avoid this technicality.

Proof. [Theorem 3.2.1] Use the Zhang-acceptable cell mean decomposition, to write

the scheme as a positive sum of non-flux contributing quadrature point evaluations

and Riemann problems at the flux contributing quadrature points as follows

ūn+1
K =

1

|K|
∑

xq∈Kfc∪Knfc

wKq pK(xq)−∆t
1

|K|
∑

L∈N(K)

|σKL|
∑
q∈σKL

wσq fKL(pK(xq), pL(xq),v(xq, t) · nKL),

(3.30)

=
1

|K|
∑

xq∈Knfc

wKq pK(xq) +
1

|K|
∑

L∈N(K)

∑
q∈σKL

wKq

(
Rie(pK(xq), pL(xq),v(xKL, t) · nKL)

)
,

(3.31)

where the flux contributing quadrature point Riemann problems are solved by the

three point classically HHLK-monotone scheme,

Rie(pK(xq), pL(xq),v(xKL, t) · nKL) := pK(xq)−∆t
wσq |σKL|
wKq

fKL(pK(xq), pL(xq),v(xq, t) · nKL).

(3.32)

The derivative of the numerical method Eq. (3.22) with respect to each quadrature

point evaluation is given by

∂ūn+1
K

∂pK(xq)
=
wKq
|K|

, ∀q ∈ Knfc, (3.33)

∂ūn+1
K

∂pK(xq)
= wKq

[
1−

∆t|σKL|wσKLq

|K|wKq
∂fKL
∂pK(xq)

]
, ∀q ∈ Kfc, (3.34)

∂ūn+1
K

∂pL(xq)
= −

∆t|σKL|wσKLq

|K|
∂fKL
∂pL(xq)

, ∀q ∈ Kfc ∩ σKL, ∀L ∈ N(K). (3.35)

The weight properties (wKq ≥ 0,∀q ∈ Knfc), (wKq > 0,∀q ∈ Kfc), (wσKLq > 0,∀q ∈
Kfc ∩ σKL), the monotone property of the flux ∂afKL(a, b, c) ≥ 0, ∂bfKL(a, b, c) ≤ 0,
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and the flux contributing time-step restrictions
∆t|σKL|wσq
|K|

∂fKL
∂pK(xq)

≤ 1, ∀q ∈ Kfc

imply all derivatives are non-negative. So, the scheme is a monotone function of

quadrature point evaluations. This means that for an arbitrary velocity field, the

following conditions

pK(xq) ≥ 0, ∀xq ∈ Knfc (3.36)

pK(xq), pL(xq) ≥ 0, ∀xq ∈ σKL, ∀L ∈ N(K) (3.37)

∆t
wσq |σKL|
wKq |K|

∂fKL
∂pK

≤ 1, ∀q ∈ σKL, ∀L ∈ N(K) (3.38)

are sufficient for the scheme to be positivity preserving, the negativity preservation

is similar and gives sign preservation of the numerical scheme. If in addition, we

suppose that the following discrete divergence free condition holds

1

|K|
∑

L∈N(K)

|σKL|
∑
q∈σKL

wσKLq (v · nKL) = 0, (3.39)

and that the numerical fluxes are consistent. We can derive equation consistency,

from

1

|K|
∑

L∈N(K)

|σKL|
∑
q∈σKL

wKq

(
fKL(c, c,v(xq, t) · nKL)

)
= 0, (3.40)

as it implies the preservation of constants of the scheme H(c, c, c, c, ..., c, c, c,v) = c.

If in addition we assume that the internal and boundary quadrature points are

locally bounded by the constants mK ,MK in the following way

pK(xq) ∈ [mK ,MK ], ∀xq ∈ Kint, (3.41)

pK(xq), pL(xq) ∈ [mK ,MK ], ∀xq ∈ σKL, ∀L ∈ N(K), (3.42)

∆t
wσq |σKL|
wKq

∂fKL
∂pK

≤ 1, ∀q ∈ σKL, ∀L ∈ N(K). (3.43)

We can then deduce the following maximum principle, by the monotonicity and the

consistency of the numerical method. For the cell K

mK = H(mK ,mK ,mK ,v) ≤ ūn+1 ≤ H(MK ,MK ,MK ,v) = MK (3.44)

The main distinction from the Zhang et al. [43] theory is that the flux contributing

quadrature points at an edge σKL must satisfy two local boundedness principles

pL(xq), pK(xq) ∈ [mK ,MK ], if xq ∈ σKL, (3.45)

pL(xq), pK(xq) ∈ [mL,ML], if xq ∈ σKL, (3.46)

when the requirements of Theorem 3.2.1 are viewed from the perspective of cells K,L
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respectively. This has important consequences on the design of multidimensional

limiter functions. It implies that both pL(xq), pK(xq) could be limited based on the

same but extended edge defined maximum principle

pL(xq), pK(xq) ∈ [min{mK ,mL},max{MK ,ML}] if xq ∈ σKL, (3.47)

and satisfy the maximum principle

un+1
K ∈ [ min

i∈N(K)∪K
mi, max

i∈N(K)∪K
Mi], (3.48)

based on the union of flux contributing edge defined maximum principles.

Mesh neighbourhood notation

Before introducing our new limiter, we first remark that several different local max-

imum principles are already proposed to control non-physical oscillations. The one-

dimensional limiting procedures in [27] satisfy a maximum principle based on the

inclusive face sharing neighbourhood, the Barth and Jespersen limiter [42] satisfies

a maximum principle based on the “squared” inclusive face sharing neighbourhood.

The Kuzmin limiter [94] satisfies a maximum principle based on the inclusive vertex

sharing neighbours. These neighbourhoods and more are defined below

• N(K) denotes the face neighbours of cell K,

• N(K) ∪K is the inclusive face sharing neighbourhood,

• N2(K) ∪N(K) is the set of “squared” inclusive face sharing neighbourhood,

• N(v) is the cell neighbourhood of a vertex,

• V N(K) is the inclusive vertex neighbourhood of cell K, V N(K) := ∪v∈KN(v).

We introduce the convenient diagram Fig. 3.2 to help with the visualisation of these

different regions. In the next section we will introduce the N(K) ∪K-MP limiter,

it is based on an edge sharing maximum principle K ∪ L for quadrature points on

edges, and whose resulting cell mean value satisfies a maximum principle on the in-

clusive face sharing neighbourhood N(K)∪K. We introduce the N2(K)∪N(K)-MP

limiter based on an edge sharing maximum principle N(K)∪N(L), whose cell mean

satisfies a maximum principle on the “squared” inclusive face sharing neighbour-

hood like the Barth and Jespersen limiter. However, these limiters must also take

into account some non-flux contributing quadrature points as will be described. We

have preliminarily indicated how vertex defined flux contributing quadrature points

do require additional care, but we will be seeking methods without flux contributing

vertex points to simplify the presentation.
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Figure 3.2: Visualisations of some neighbourhoods. Blue dot is an informal repre-
sentation of the “middle” of the neighbourhood, representing cell K or the middle
of K and L or even the v vertex. Blue and orange are specific to the Barth and
Jespersen limiter.

3.2.1 New local boundedness slope limiters

We will use the theoretical results established in Theorem 3.2.1, to create a local

maximum principle limiter capable of preserving

min
L∈N(K)∪K

ūnL ≤ ūn+1
K ≤ max

L∈N(K)∪K
ūnL, (3.49)

and

min
L∈N2(K)∪N(K)

ūnL ≤ ūn+1
K ≤ max

L∈N2(K)∪N(K)
ūnL. (3.50)

These new limiter functions are called the N(K) ∪ K-MP limiter, and N2(K) ∪
N(K)-MP limiter. They are straightforwardly generalisable to include a maximum

principle with stencil of arbitrary size N s+1(K)∪N s(K), such that the limit s→∞
recovers the global boundedness limiter of [43, 92] with globally defined bounds

M = max∀K∈M ūnK , m = min∀K∈M ūnK .

The non-flux contributing quadrature points must satisfy a regular local maximum

principle, and each flux contributing quadrature point has its own stencil maxi-

mum principle. We have also included a preliminary explanation into to the flux

contributing vertex extension in the appendix.

Definition 3.2.1 (N(K) ∪K-MP limiter).

1. Per face σKL, we compute and associate the local face defined maximum prin-
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ciple bounds

[mσKL ,MσKL ] = [ min
M∈L∪K

ūnM , max
M∈L∪K

ūnM ], (3.51)

this is associated to each flux contributing xq ∈ σKL not on a vertex.

2. Per cell K we associate the desired maximum principle

[mKnfc ,MKnfc ] = [ min
L∈N(K)∪K

ūnL, max
L∈N(K)∪K

ūnL], (3.52)

this is associated to each non-flux contributing quadrature point xq ∈ Knfc.

3. Per vertex of K, with two faces σKL, σKM we compute the local vertex maxi-

mum principle bounds

[mvKLM ,MvKLM ] = [ min
i∈L∪K∪M

ūni , max
i∈L∪K∪M

ūni ]. (3.53)

This extends to a vertex with more than two faces connected as one would ex-

pect. This maximum principle is associated with flux contributing quadrature

points at vertices.

4. We then per cell compute all the Barth and Jespersen quadrature corrections

factors αq, to ensure p̃K(x) = α(pK(x)− ūK) + ūK , satisfies the conditions in

Theorem A.4.1.

p̃K(xq) ∈ [mKnfc ,MKnfc ], ∀q ∈ Knfc, (3.54)

p̃K(xq) ∈ [mσKL ,MσKL ], ∀q ∈ σKL ∩Kfc, ∀L ∈ N(K), (3.55)

p̃K(xq) ∈ [mvKLM ,MvKLM ], ∀q ∈ V N(K) ∩Kfc. (3.56)

(3.57)

by choosing the smallest value

α = min
∀q∈K

αq. (3.58)

Definition 3.2.2 (N2(K) ∪N(K)-MP limiter).

1. Per face σKL, we compute and associate the local face defined maximum prin-

ciple bounds

[mσKL ,MσKL ] = [ min
M∈N(L)∪N(K)

ūnM , max
M∈N(L)∪N(K)

ūnM ], (3.59)

this is associated to each flux contributing xq ∈ σKL not on a vertex.

2. Per cell K we associate the desired maximum principle

[mKnfc ,MKnfc ] = [ min
L∈N2(K)∪N(K)

ūnL, max
L∈N2(K)∪N(K)

ūnL], (3.60)
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this is associated to each non-flux contributing quadrature point xq ∈ Knfc.

3. Per vertex of K, with two faces σKL, σKM we compute the local vertex maxi-

mum principle bounds

[mvKLM ,MvKLM ] = [ min
i∈N(L)∪N(K)∪N(M)

ūni , max
i∈N(L)∪N(K)∪N(M)

ūni ] (3.61)

This extends to a vertex with more than two faces connected as one would ex-

pect. This maximum principle is associated with flux contributing quadrature

points at vertices.

4. We then per cell compute all the Barth and Jespersen quadrature corrections

factors αq, to ensure p̃K(x) = α(pK(x)− ūK) + ūK , satisfies the conditions in

Theorem A.4.1.

p̃K(xq) ∈ [mKnfc ,MKnfc ], ∀q ∈ Knfc, (3.62)

p̃K(xq) ∈ [mσKL ,MσKL ], ∀q ∈ σKL ∩Kfc, ∀L ∈ N(K), (3.63)

p̃K(xq) ∈ [mvKLM ,MvKLM ], ∀q ∈ V N(K). (3.64)

(3.65)

by choosing the smallest value

α = min
∀q∈K∪L

αq. (3.66)

Remark. Practical limiters would have various speed ups to the above implementa-

tion as described in [92], and depend on the method used.

3.3 Application 1: Second order finite volume

We will consider the conditions for a second order finite volume scheme to have a

local maximum principle on a uniform square mesh, of cell width ∆x and height ∆y

respectively. The interpolating polynomial aligns with a linear subcell representation

pi,j(x, y) = ūi,j + α(ux)i,j(x− xi) + α(uy)i,j(y − yj), (3.67)

(ux)i,j =
ūi+1 − ūi−1

2∆x
, (uy)i,j =

ūj+1 − ūj−1

2∆y
, (3.68)

where α arises from the slope limiter. This subcell representation satisfies the conser-

vation property 1
∆x∆y

∫ xi+1/2

xi−1/2

∫ yj+1/2

yj−1/2
pi,j(x, y) = ūi,j. The flux contributing quadra-

ture points are at the midpoint of each face, and the quadrature point evaluations

for cell (i, j) are the right left up and down values defined below

uRi,j = pi,j(xi+1/2, yj), (3.69)

uLi,j = pi,j(xi−1/2, yj), (3.70)
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uUi,j = pi,j(xi, yj+1/2), (3.71)

uDi,j = pi,j(xi, yj−1/2). (3.72)

The decomposition of the cell average can be conveniently found in terms of the cell

quadrature points as ūi,j = 1
4
(uRi,j+u

L
i,j+u

U
i,j+u

D
i,j), there are no non-flux contributing

quadrature points. The right-hand flux through face (i+ 1/2, j) is computed by the

second order Gauss quadrature at these points, |∆y|
|∆x∆y|Fi,i+1(uRi,j, u

L
i+1,j,v ·ni,i+1). So

that the method can be written as the sum of 4 local Riemann problems

Reii+1/2,j =
1

4
[uRi,j −

4∆t

∆x
F (uRi,j, u

L
i+1,j,v · ni,i+1)], (3.73)

there are no corner defined flux contributing quadrature points, and only one face

defined flux contributing quadrature point located at the midpoint of each face.

Therefore the cell mean evolution equation for cell (i, j)

ūn+1
i,j = ūni,j −

∆t

∆x
Fi,i+1 −

∆t

∆x
Fi,i−1 −

∆t

∆y
Fj,j+1 −

∆t

∆y
Fj,j−1, (3.74)

is a monotonic function of the edge defined quadrature points uRi,j, u
L
i+1,j,u

L
i,j, u

R
i−1,j,

uUi,j, u
D
i,j+1, uDi,j, u

U
i,j−1, when the following local Courant number conditions holds

∆t
∆x

(v · ni,i+1)+, ∆t
∆x

(v · ni,i−1)+, ∆t
∆y

(v · nj,j+1)+, ∆t
∆y

(v · nj,j−1)+ ≤ 1
4
.

The Courant number is now a concept to be interpreted on edges

inf
K∈M

inf
L∈N(K)

∆t|σKL|(v · nKL)+

|K|
≤ 1/4, (3.75)

but one can pessimistically write this in terms of a more convenient cell defined

Courant number as

CK =
∑

L∈N(K)

∆t|σKL|(v · nKL)+

|K|
≤ 1/4, ∀K ∈M, (3.76)

if one assumes incompressibility 1/4 becomes 1/2.

For a well-defined triangular discretisation, one could expect Courant number re-

strictions of 1/3, 2/3 respectively for compressible and incompressible flow [91]. This

type of argument can be extended to more general meshes using the geometric shape

parameter of Barth [78, 91].

We have defined the method and shown that it is a monotone function of quadra-

ture points, equivalent to using Theorem 3.2.1 with wσKLq = 1, wKq = 1/4 and

identifying no non-flux contributing quadrature points, no vertex defined flux con-

tributing quadrature points, and one flux contributing quadrature point per face

of the cell. However, we have not introduced how the new N s+1(K) ∪ N s(K)-MP

limiters s = 0, 1, will locally limit uR, uL, uD, uU . Before we do so we introduce the

Barth and Jespersen multidimensional limiter.

Barth and Jespersen [42], introduce a computationally convenient slope limiter de-

61



signed on a different notion of monotonicity, where the subcell reconstruction values

within each cell are required not to exceed its local neighbours cell mean values. It

is defined as follows,

Definition 3.3.1 (Barth and Jespersen limiter).

1. Compute the local neighbours cell mean for local bounds of cell K

[mK ,MK ] := [ min
L∈N(K)∪K

ūnL, max
L∈N(K)∪K

ūnL]. (3.77)

2. Compute a quadrature point correction factor αq,

αq =


min{1, MK−ūK

pK(xq)−ūK
} where pK(xq)− ūK > 0,

min{1, mK−ūK
pK(xq)−ūK

} where pK(xq)− ūK < 0,

1 pK(xq)− ūK = 0.

(3.78)

to ensure the subcell reconstruction at xq is locally bounded by [mK ,MK ].

3. Limit the entire subcell representation based on the worst violator of the local

bounds

αK = min
L∈N(K)

min
q∈σKL

αq, (3.79)

so that p̃K(x) = ūK + αK(pK(x)− ūK) ∈ [mK ,MK ] is locally bounded for all

quadrature points.

The Barth and Jespersen limiter only ensures that the limited subcell representa-

tion satisfies pK(xKL) ∈ [mK ,MK ] = [minL∈N(K)∪K ū
n
L,maxL∈N(K)∪K ū

n
L], pL(xKL) ∈

[mL,ML] = [minM∈N(L)∪L ū
n
M ,maxM∈N(L)∪L ū

n
M ]. Therefore, the Barth and Jes-

persen limiter does not satisfy the sufficient conditions of Theorem 3.2.1 for a local

boundedness principle of the form

mK = max
L∈N(K)∪K

uL ≤ un+1
K ≤ max

L∈N(K)∪K
uL = MK . (3.80)

Instead, the Barth and Jespersen limiter satisfies the following principle

max
L∈N2(K)∪N(K)

uL ≤ un+1
K ≤ max

L∈N2(K)∪N(K)
uL, (3.81)

with respect to cell neighbours. This fact is understated in the literature, but can be

found in figure 5 of Park, Yoon and Kim [91] and follows directly from Theorem 3.2.1.

There are also different type of limiters based on vertex sharing neighbourhood

limiting principles, this is beyond the scope of this work but will be introduced

for numerical work. We introduce the Park/Kuzmin vertex-based limiter [91, 94]

which satisfies the vertex sharing neighbour maximum principle, and benefits from
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(specifically exploits) the fact that linear subcell extrema are contained at the vertex

of a cell. It is defined as follows,

Definition 3.3.2 (Kuzmin Vertex Limiter/ Park Yoon Kim MLP limiter).

1. Compute the vertex defined local bounds for a maximum principle

[mv,Mv] := [ min
i∈N(v)

ūni , max
i∈N(v)

ūni ], (3.82)

where N(v) := {L|L ∩ v 6= ∅} denotes the set of cells which share the vertex

v.

2. Compute a vertex correction factor αv,

αv =


min{1, Mv−ūK

pK(xv)−ūK
} if pK(xv)− ūK > 0,

min{1, mv−ūK
pK(xv)−ūK

} if pK(xv)− ūK < 0,

1 if pK(xv)− ūK = 0,

(3.83)

to ensure that all vertex points are locally bounded by their local vertex sharing

neighbours [mv,Mv].

3. Then the entire subcell representation is limited based on the worst violator

of the local maximum principle,

αK = min
v∈K

αv, (3.84)

so that p̃K = ūK +αK(pK(x)− ūK) ∈ [mV N ,MV N ] is locally bounded between

the union of all vertex defined quadrature bounds. V N(K) denotes the set of

vertex neighbours of K and defines the local maximum principle

[mV N ,MV N ] = [ min
L∈V N(K)

ūL, max
L∈V N(K)

ūL]. (3.85)

Park [91] describes how this pertains to the following maximum principle

un+1
K ∈ [ min

L∈V N(K)
ūL, max

L∈V N(K)
ūL]. (3.86)

Note that the method still uses the midpoint method for the flux contributing

quadrature points, and no corner points are used directly in the fluxes. This re-

sults in the computation of points such as the upper right uUR corner, to determine

the correction factor αK to be used on the whole cell.

We now reintroduce the new N(K) ∪ K-MP limiter which preserves the strictly

stronger local maximum principle

min
L∈N(K)∪K

ūnL ≤ ūn+1
K ≤ max

L∈N(K)∪K
ūnL, (3.87)
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and for this simple second order finite volume method reduces to the following

procedure.

Definition 3.3.3 (simplification of the N(K)∪K-MP-limiter). In pseudo code the

N(K)∪K-MP-limiter admits the following simplification for the second order finite

volume scheme.

1. Per face σKL, we compute and associate the local face defined maximum prin-

ciple bounds

mσKL ,MσKL = min{ūnK , ūnL},max{ūnK , ūnL} (3.88)

this is associated to each xq ∈ σKL.

2. We then per cell compute all the Barth and Jespersen quadrature corrections

factors αq to ensure

ūK + αq(pK(xq)− ūK) ∈ [mσKL ,MσKL ], ∀q ∈ σKL ∀L ∈ N(K). (3.89)

3. Choose the smallest value,

α = min
∀q∈K

αq (3.90)

this ensures that the internal subcell representation p̃K(x) = α(pK(x)− ūK) +

ūK , satisfies the required edge sharing maximum principle at flux contributing

quadrature points.

This is sufficient to use Theorem 3.2.1, to prove the local inclusive face sharing

maximum principle. We now reintroduce the new N2(K) ∪ N(K)-MP limiter in

Section 3.2.1 to this second order finite volume method, we see there is no need

to do the corner or non-flux contributing limiting steps 2,3 and the new limiting

function takes a more compact definition. It is more accurate than the Barth and

Jespersen limiter and preserves the same cell mean maximum principle

min
L∈N(K)∪K

ūnL ≤ ūn+1
K ≤ max

L∈N(K)∪K
ūnL. (3.91)

This is achieved by dropping the assumption that the subcell reconstruction values

need be bounded by the local cell means, we instead rely on the theoretical prediction

of Theorem 3.2.1 and instead choose to limit both pL(xq), pK(xq) based on extended

edge defined maximum principles plotted in Fig. 3.3, whose union over a cell K

defines the inclusive “squared” neighbourhood maximum principle. The limiter is

defined as follows:

Definition 3.3.4 (simplification of N2(K) ∪ N(K)-MP-limiter ). In pseudo code

the N2(K) ∪ N(K)-MP-limiter admits the following simplification for the second

order finite volume scheme.
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Figure 3.3: The stencil N(K) ∪ N(L) for a structured and unstructured mesh. In
particular this region is employed by the N2(K) ∪N(K)-MP limiter for the second
order finite volume scheme when ensuring that both pK(xKL) and pL(xKL) are locally
bounded by surrounding cell means.

1. Per face σKL, we compute and associate the local face defined maximum prin-

ciple bounds

mσKL ,MσKL = min
M∈N(L)∪N(K)

ūnM , max
M∈N(L)∪N(K)

ūnM (3.92)

this principle is associated to the quadrature point xKL ∈ σKL.

2. We then per cellK compute all the Barth and Jespersen quadrature corrections

factors αq to ensure

p̃K(xq) = ūK + αq(pK(xq)− ūK) ∈ [mσKL ,MσKL ], ∀q ∈ σKL,∀σKL ∈ K.
(3.93)

3. Choose the smallest value,

α = min
∀q∈K

αq (3.94)

this ensures the limited internal subcell representation p̃K(x) = α(pK(x) −
ūK) + ūK , satisfies the required edge sharing quadrature maximum principles.

Once this is done for all cells this is sufficient to use Theorem 3.2.1, to prove the

local inclusive “squared” face sharing neighbour maximum principle.

min
L∈N2(K)∪N(K)

ūnL ≤ ūn+1
K ≤ max

L∈N2(K)∪N(K)
ūnL. (3.95)

3.3.1 Factors affecting accuracy

The Barth and Jespersen limiter ensures that the subcell representation does not

exceed its neighbouring cell mean values, but still allows for discontinuities at the

cell boundary,

p̃BJK (xKL) ∈ [ min
i∈N(K)∪K

ūi, max
i∈N(K)∪K

ūi], (3.96)
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p̃BJL (xKL) ∈ [ min
i∈N(L)∪L

ūi, max
i∈N(L)∪L

ūi]. (3.97)

See BJ(int), and BJ(ext) in Fig. 3.2 for a visualisation of these neighbourhoods.

Whereas the new N2(K) ∪N(K)-MP limiter ensures the edge maximum principle

p̃newK (xKL), p̃newL (xKL) ∈ [ min
i∈N(K)∪N(L)

ūi, max
i∈N(K)∪N(L)

ūi]. (3.98)

See N(K) ∪N(L) in Fig. 3.2 for a visualisation of this neighbourhood.

Since N(K) ∪ K ⊂ N(K) ∪ N(L), and N(L) ∪ L ⊂ N(K) ∪ N(L), the allowable

variation is larger in the new N2(K) ∪ N(K)-MP limiter, therefore all possible

correction factors are less severe(or equal) to those of the Barth and Jespersen

limiter αBJq ≤ αnewq . They both satisfy the same maximum principle on cell means,

and the new N2(K)∪N(K)-MP limiter uses fluxes more similar to that of the higher

order flux. This result holds for all meshes and is to be expected as the Barth and

Jespersen demands different properties of the subcell reconstruction [42]. It should

be noted that the N(K) ∪ K-MP and N2(K) ∪ N(K)-MP limiters still demand

local boundedness of the subcell reconstructed quadrature points which ensures a

positivity of these reconstructions.

Park et al. [91] do similar analysis to show that the Barth and Jespersen limiter is

worse than the Kuzmin/MPL limiter. However, the Kuzmin/MPL limiter enforces a

different maximum principle to the Barth and Jespersen Limiter, and this is a mesh

dependent result. This can be seen in Fig. 3.2 that on triangles N2(K) ∪ N(K) ⊂
V N(K), but on rectangles V N(K) ⊂ N2(K) ∪N(K). Heuristically we expect the

Barth and Jespersen limiter to be less accurate on the 3 sided meshes, but more

accurate on 4 sided meshes. Both clearly have advantages and disadvantages, and

enforce different properties.

3.3.2 Numerical results
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(d) SSP22 KUZ limiter.

Figure 3.4: Solid body rotation of the LeVeque initial conditions at 100× 100 reso-
lution, using SSP22 timestepping with limiters at each internal substage of the Shu
Osher representation. Fig. 3.4a is the N(K)∪K-MP limiter. Fig. 3.4b is the Barth
and Jespersen limiter. Fig. 3.4c is the N2(K) ∪N(K)-MP limiter. Fig. 3.4d is the
Kuzmin/Park vertex limiter.

In this subsection we will present the results of all four multidimensional limiter

functions, after the solid body rotation test case of the LeVeque initial conditions

in Fig. 3.4 and Table 3.1. We also present convergence plots and table for the

multidimensional limiters under four different flows in Fig. 3.5 and Table 3.2.

We plot the final time step for the N(K) ∪ K-MP multidimensional limiter in

Fig. 3.4a, the Barth and Jespersen limiter in Fig. 3.4b, the N2(K) ∪ N(K)-MP

multidimensional limiter in Fig. 3.4c and the Kuzmin limiter in Fig. 3.4d, after the

solid body rotation test case of the LeVeque initial conditions. The relative errors

compared to the analytic solution and the peak value at the final time-step are

extracted from the solid body rotation test case an put in Table 3.1, this is done
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Figure 3.5: Log-log plot of relative error of the SSP22 multidimensional limiters in L2

for the smooth cosine bell initial conditions but different velocity fields. The velocity
fields are defined in Chapters 2 and 4 by the stream functions Equations (2.89)
to (2.92).

to compare the Barth and Jespersen, N2(K) ∪ N(K), and Kuzmin limiter whose

performance is similar. For all limiters and all tests, the timestepping is the optimal

two stage second order strong stability preserving Runge Kutta method SSP22, and

the limiting procedure is employed at each substage in the optimal Shu Osher repre-

sentation. The LeVeque initial conditions are directly sampled from Eq. (4.37) and

undergo the solid body rotation test case defined by the stream-function Eq. (4.32).

The solid body rotation test case is performed with 100× 100 resolution with 1256

timesteps, with a Courant number maximum near 0.5.

The results of Fig. 3.4 indicate the N(K) ∪ K-MP for the solid body rotation of

the LeVeque initial condition Fig. 3.4a, is noticeably less accurate than the other

multidimensional limiters. The Barth and Jespersen limiter, the Kuzmin limiter and

the new N2(K)∪N(K)-MP limiter all produce similar visual results for the LeVeque

solid body rotation test in Fig. 3.4. We have extracted the relative error norms in

L1, L2, L∞, as well as the height of the maximum value at final time-step from the

Solid body rotation test case in Table 3.1. We can see that the N2(K)∪N(K)-MP is

slightly more accurate than the Barth and Jespersen limiter(in L2) , and the Barth

and Jespersen limiter is slightly more accurate(in L2) than the Kuzmin limiter. This

is consistent with the theoretical prediction from Section 3.3.1, where we predicted

the N2(K) ∪ N(K)-MP limits the subcell representation less than the Barth and
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Jespersen limiter, and explain that for four sided meshes the Barth and Jespersen

limiter will likely limit the subcell representation less than the Kuzmin limiter.

Fig. 3.5 contains four convergence plots for each limiter, each convergence plot has

used the same C1 compact cosine bump defined by Eq. (4.36), but use the four differ-

ent velocity fields defined by the stream-functions Equations (2.89) to (2.92), these

are the same flow test cases in Chapter 4. The relative error norm in Lp is computed

using reLp(u) := ||u−ue||p
||ue||p where ue denotes the analytic solution. To approximate

the order of the methods in Table 3.2, the relative error in L2 is computed at the

resolutions 128 × 128, and 256 × 256 at a fixed Courant number with maximum

value near 1/2. We then use the log-log-gradient to approximate the order of the

method log(reL2(u2562)/reL2(u1282)) log(2)−1. To see how convergence is changing

with resolution see the log log plot of relative L2 limiter Fig. 3.5.

The Barth and Jespersen limiter, the Kuzmin limiter and the new N2(K) ∪N(K)-

MP limiter all produce similar convergence results for the 4 convergence tests in

Table 3.2 between order 1.6 and 2.1. For the same convergence test case (when the

velocity field is the same) the Barth and Jespersen limiter, the Kuzmin limiter and

the N2(K)∪N(K)-MP limiter have less than a 0.01 difference in observed order. The

N(K)∪K-MP limiter, observed a drop in order of convergence Table 3.2 and Fig. 3.5

and shows worse accuracy in Fig. 3.5 for all test cases.

metric N2(K) ∪N(K) BJ KUZ

Relative error L1 0.321384 0.323794 0.334256
Relative error L2 0.368622 0.369762 0.372376
Relative error L∞ 0.849103 0.847545 0.813771

max∀i,j u
1256
i,j 0.987959 0.985203 0.956218

min∀i,j u
1256
i,j 0 0 0

Table 3.1: This table contains error norms and the maxima and minima at the
final time-step from the solid body rotation case for the N2(K)∪N(K), Barth and
Jespersen and Kuzmin limiter. Bold values indicate the smallest error norms, or the
least clipped maxima.

Convergence Test cases Observed Order

Scheme Limiter Diag Quad Sin Sbr

ssp22 N(K) ∪K 0.653 0.813 0.659 0.799
ssp22 BJ 1.677 2.082 2.071 1.672
ssp22 N2(K) ∪N(K) 1.676 2.087 2.077 1.669
ssp22 KUZ 1.685 2.087 2.063 1.676

Table 3.2: This table contains the convergence rate of relative L2 error between
running at 128 × 128 as compared to 256 × 256 resolution for the four flow cases
with the limiter activated.

3.4 Application2: Higher order limiting
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3.4.1 FV4: Fourth order finite volume

We define a fourth order finite volume method; it is directly applicable for a 2d or-

thogonal grid and bears some similarity to the MCORE [89] finite volume dynamical

core, but does not use a convolution and deconvolution strategy for the fluxes. In-

stead the scheme uses direct evaluations at Gauss points from the high order subcell

representation.

It can be defined by a sequence of compositions

ūn+1 = (E ◦ R ◦ Q ◦ G ◦ P) ◦ ū (3.99)

in pseudo code format as follows.

1. We use the following fourth order projection map P4 : ūi,j 7→ ui,j + O(∆x4 +

∆y4) to approximate point values from cell mean values. It is consistent with

respect to constants.

ui,j = ūi,j −
1

24
[ūi+1,j − 2ūi,j + ūi−1,j]−

1

24
[ūi,j+1 − 2q̄ui,j + ūi,j−1] ∀(i, j)

(3.100)

2. We use the gradient map

G3 : u 7→ u, ux, uy, uxx, uxy, uyy, uxxx, uxxy, uxyy, uyyy (3.101)

defined by the 4th order centred finite difference weights

w1 = 1/12([−1, 8, 0,−8, 1]) (3.102)

w2 = 1/12([−1, 16,−30, 16,−1]) (3.103)

w3 = 1/8([−1, 8,−13, 0, 13,−8, 1]) (3.104)

to construct ux, uxx, uxxx and uy, uyy, uyyy from the newly computed point val-

ues. We use these newly computed values, and the finite difference sten-

cil 1/12([−1, 8, 0,−8, 1]), to compute all the missing cross term derivatives

uxy, uxxy, uxyy within each subcell representation.

3. Q4 : (xq, yq) 7→ pK(xq, yq), ∀(xq, yq) ∈ K, We compute a set of 4th order

accurate quadrature point evaluations at (xq, yq) for all cells. We do so by

evaluating the following formula of the subcell representation

Pi,j(x, y) = ūi,j + (x− xi)ux + (y − yj)uy+ (3.105)

1

2
[
{

(x− xi)2 − ∆x2

12

}
uxx + 2(x− xi)(y − yi)uxy +

{
(y − yi)2 − ∆y2

12

}
uyy]

(3.106)

1

3!
[(x− xi)3uxxx + 3(x− xi)2(y − yi)uxxy (3.107)
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+ 3(x− xi)(y − yi)2uxyy + (y − yi)3uyyy]. (3.108)

4. R4(Resolve Riemann Reconstruct flux) We resolve the local quadrature defined

Riemann problems

F (xi+1/2, yq, u(xq, yq)) = pK(xi+1/2, yq)u(xi+1/2, yq)
+ + pL(xi+1/2, yq)u(xi+1/2, yq)

−,

(3.109)

using the local state interpolated evaluations of quadrature velocity. The flux

is computed by a 4th order Gauss quadrature, for example the right edge is

computed using

Fi,i+1 =
∑

qk∈σi,i+1

wqk [F (xi+1/2, yqk , u(xi+1/2, yqk))] (3.110)

where wq1 , wq2 = [1/2, 1/2], yq1 , yq2 = [yj+1/2 −
∆y

2
√

3
, yj+1/2 +

∆y

2
√

3
] (3.111)

which is a weighted sum of the computed quadrature point defined Riemann

problems.

5. The final stage involves the normal cell mean evolution procedure, where the

fluxes on each face are used to update the solution.

ūn+1
i,j = ūn+1

i,j −
∆t

|K|
∑

L∈N(K)

|σKL|FK,L. (3.112)

3.4.2 N 2(K) ∪N(K)-MP limiter for FV4

Based on Theorem 3.2.1. We wish to employ the N2(K) ∪ N(K)-MP limiter in-

troduced in Section 3.2.1, to the new fourth order finite volume method. We first

remark on some non-trivial facts about this specific finite volume construction and

how the limiter interacts with the scheme non uniquely.

1. The 8 flux contributing quadrature points (xq, q ∈ Kfc) for cell (i, j) are

located at the positions

[xi ±
∆x

2
, yj ±

∆y

2
√

3
], [xi ±

∆x

2
√

3
, yj ±

∆y

2
]. (3.113)

These are limited by an edge defined quadrature maximum principle Fig. 3.3.

There are two points per face sharing the same maximum principle.

2. The subcell representation is cell mean preserving.

1

h2

∫ h/2

−h/2

∫ h/2

−h/2
Pi,j(x, y)dxdy = ūi,j (3.114)

3. There exists a convex Zhang-acceptable decomposition of the cell average onto
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flux contributing quadrature points, it is not unique, the following representa-

tion has been found to be convenient

q̄i,j =
1

2
P (xi, yj) +

1

16

∑
q∈Kfc

P (xq). (3.115)

The cell midpoint (xi, yj) is not flux contributing and must satisfy the tra-

ditional maximum principle associated with non-flux contributing step 2 in

Section 3.2.1 on N(K) ∪K or the larger N2(K) ∪N(K) stencil.

4. The local Riemann problem at the upper quadrature point on the right face

takes the form.

Reii+1/2,j+ ∆y

2
√

3

=
1

16
[uR1
i,j −

8∆t

∆x
F (uR1

i,j , u
L1
i+1,j,vi+1/2,j+ ∆y

2
√

3

· ni,i+1)], (3.116)

5. The Courant number limit is 1/8 for compressible flow

CK =
∑

L∈N(K)

∆t|σKL|(v · nKL)+

|K|
≤ 1/8, ∀K ∈M, (3.117)

and 1/4 for incompressible flow. This can be identified by making the associ-

ations wσKLq = 1/2 and wKq = 1/16.

We have stated enough about the scheme to use the N2(K) ∪N(K)-MP limiter.

Definition 3.4.1 (simplification of N2(K) ∪ N(K)-MP-limiter). We point to the

Fig. 3.6 and captions in Fig. 3.6.

1. Per face σKL, we compute and associate the local face defined maximum prin-

ciple bounds

mσKL ,MσKL = min
M∈N(L)∪N(K)

ūnM , max
M∈N(L)∪N(K)

ūnM . (3.118)

this principle is associated to both quadrature points xq ∈ σKL at the face.

2. Per cell K we associate the desired maximum principle

[mKnfc ,MKnfc ] = [ min
L∈N2(K)∪N(K)

ūnL, max
L∈N2(K)∪N(K)

ūnL], (3.119)

this is associated to the one non-flux contributing quadrature point xq ∈ Knfc

located at the cell midpoint.

3. We then per cell compute all the Barth and Jespersen quadrature corrections

factors αq, to ensure p̃K(x) = α(pK(x)− ūK) + ūK , satisfies the conditions in

Theorem A.4.1.

p̃K(xq) ∈ [mKnfc ,MKnfc ], ∀q ∈ Knfc, (3.120)
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(a) Points used in the Zhang-
acceptable cell mean decom-
position of FV4 as in Equa-
tion (3.115), there are two flux
contributing quadrature points
per face at Gauss nodes and one
cell cell midpoint evaluation.

(b) Flux contributing quadrature points at
the edge σKL are limited based on being
bounded by the cell mean values ū in the
N(K) ∪ N(L) region (darker grey left di-
agram). Non flux contributing quadrature
point evaluation of the midpoint u(xi, yj) is
limited by based on being locally by the cell
mean values ū in the N2(K) ∪ N(K) region
(darker grey right diagram).

Figure 3.6: Points from the FV4 cell mean decomposition, and interaction with the
N2(K) ∪N(K)-MP limiter.

p̃K(xq) ∈ [mσKL ,MσKL ], ∀q ∈ σKL ∩Kfc, ∀L ∈ N(K), (3.121)

by choosing the smallest value

α = min
∀q∈K

αq. (3.122)

that ensures the limited internal subcell representation p̃K(x) = α(pK(x) −
ūK) + ūK , satisfies the required edge sharing quadrature maximum principles

for both flux contributing quadrature points and the cell midpoint satisfies a

non-flux contributing quadrature point maximum principle Fig. 3.6.

Remark. There exists other Zhang-acceptable decompositions of the cell mean such

as

q̄i,j =
p

2
P (xi, yj) +

1− p
8

[P (xi, yj+1/2) + P (xi, yj−1/2) + P (xi+1/2, yj) + P (xi−1/2, yj)]

(3.123)

+
1

16

∑
q∈Kfc

P (xq) p ∈ [0, 1]. (3.124)

Such that the free parameter p could be locally varied to minimise the Barth and

Jespersen correction factors arising from the non-flux contributing quadrature prin-

ciple, this could be used for increased accuracy. We take p = 1 and move on.
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3.4.3 Numerical demonstration of order
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Figure 3.7: Log-log plot of relative error of the SSP33 FV4 scheme without limiting
in L1, L2, L∞ for the smooth cosine bell initial conditions but different velocity fields.
This is done up to 256× 256 resolution, at Courant number maximum near 1/2. It
appears between third and fourth order for a variety of test cases. All these tests use
a smooth cosine bell for initial conditions, but use the four different velocity fields
defined inEquations (2.89) to (2.92) but directly sample the velocity functions.

We quickly check the unlimited scheme is indeed 4th order as it has not been pro-

posed before in this exact formulation. We use a compact cosine bump

q = [
1

2
(1 + cos(πmin(

r

0.15
, 1))]2, where r =

√
(x− 0.5)2 + (y − 0.75)2),

(3.125)

as the initial condition, and test for convergence using the previously defined incom-

pressible flow fields Eqs. (2.90) to (2.92) and (4.33), the velocities evaluated directly

at quadrature points (not using the stream function formulation). When we use the

SSP33 time stepping algorithm Eq. (2.63) without limiting we get the theoretical

predicted convergence behaviour of between 3 and 4 in the three lines of Table 3.3,

in L1, L2, L∞ norms and for all the test cases Eqs. (2.90), (2.92) and (4.33). The log

log plot of the same results are included in Fig. 3.7 where 3rd/4th order is observed.
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Convergence Test cases Observed Order

Scheme limiter norm Diag Quad Sin Sbr

SSP33 FV4 none L1 3.806 4.153 3.870 4.070
SSP33 FV4 none L2 3.735 4.050 3.716 4.033
SSP33 FV4 none L∞ 3.836 3.552 3.371 4.215

Table 3.3: This table contains the convergence rate of relative L1, L2, L∞ errors
between running at 128 × 128 as compared to 256 × 256 resolution for the four
separate flow cases.

3.4.4 Numerical demonstration of new limiters

Solid body rotation of the LeVeque initial conditions for the new finite volume

method described at the start of Section 3.4.1 is performed with four different lim-

iting procedures described in section Section 3.2.1 and plotted in Fig. 3.8. Where

the timestepping is the optimal three stage third order strong stability preserving

Runge Kutta method SSP33, and the limiting procedure is employed at each sub-

stage in the optimal Shu Osher representation. For the solid body rotation test case

we evaluate the solid body rotational velocity field at the Gauss quadrature points.

We also directly sample the LeVeque initial conditions.

The first row of solid body rotation results in Fig. 3.8 show our new finite volume

method without any limiter. In the second row our new limiter N(K) ∪ K-MP is

applied at each stage of the Shu Osher representation. In the third row our new

limiter N2(K)∪N(K)-MP is applied at each stage of the Shu Osher representation.

In the last row we use a boundedness limiter by the old timestep maxima and

minima, which can be thought of as N s+1(K)∪N s(K) with s large enough to cover

the entire domain. Column one corresponds to maximum Courant number 0.5 with

100 × 100 resolution with a ghost of the initial condition, and the trace of error

on the bottom contour. Column 2 corresponds to a maximum Courant number 0.3

with 200 × 200 resolution and we have plotted a boundedness violation contour at

z = −0.1. In the spirit of disclosure, we are running at over what the theoretical

maximum Courant number should run at, this because the solid body rotation test

runs at a smaller Courant (1/4) number regime near the centre of rotation where

the tracer initial conditions are defined, and the tracer is zero out of this region. No

violations of maximum and minima have been observed even at machine precision.

The new unlimited finite volume scheme with SSP33 timestepping in the first row

of Fig. 3.8, observes good resolution of the cone and cosine bell but general un-

boundedness and unphysical oscillations near the slotted cylinder. The second row

in Fig. 3.8 involves the same experiment but with our new limiter N(K) ∪ K, it

observes boundedness to machine precision, but is heavily diffusive. The third row

in Fig. 3.8 involves the same experiment but with our new limiter N2(K) ∪N(K),

it observes boundedness to machine precision, it clips the extrema of the cone at

both resolutions, the back wall of the slotted cylinder is degraded slightly at the

100 × 100 low resolution, the high-resolution slotted cylinder does still have some
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Figure 3.8: Final timestep of solid body rotation of the SSP33 FV4 scheme, with
the Unlimited, N(K) ∪K, N2(K) ∪ N(K), and boundedness limiters in each row.
Each column corresponds to a different resolution.
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degradation on the left slope. In the final row of Fig. 3.8, we produce the results of

the traditional form of the limiter [92] which enforces a global boundedness principle

based on the last time-step maximum and minimum. There is a clear improvement

in accuracy over the local maximum principle, the peak of the cone is well resolved

and has not been limited at both resolutions, the back wall of the slotted cylinder

is accurately represented as compared with the local maximum principle limiters.

In Fig. 3.9 we have plotted the solution after 1/2 a rotation of the unlimited and the

N2(K)∪N(K)-MP limiter. For the global maximum principle limiter, we see on the

top of the slotted cylinder there is an indent in both the left and right halves, this is

a local minimum generation. We also see a ring of local maxima at the base of the

slotted cylinder, this is local maxima generation. Whereas the N2(K) ∪N(K)-MP

limiter has suppressed these extrema to some extent, by joining the ring of local

maxima to the slotted cylinder. This coalescing does appear to have larger error

as expected. The N2(K) ∪ N(K)-MP limiter has degraded the wall on the slotted

cylinder by mild “landsliding”, the indent is no longer a local minimum.

3.4.5 Conclusion

This new limiter framework and extension of the theoretical work in [43] [24], allows

for many schemes to maintain a local maximum principle. We have followed the

general approach introduced in [43] closely enough so that this method could be

adopted for a large class of hyperbolic PDE’s, for both finite volume and discon-

tinuous Galerkin methods. This direction will be of direct interest for higher order

finite volume cores. Already the FV4 scheme bears some similarity to the MCORE

dynamical core [89], but more generally one could extend this theory to be used in

the unstructured finite volume K-exact reconstruction process which can be found

in [93]. It is also relevant for DGFE methods, which will see further development in

climate modelling with the introduction of GPU accelerated supercomputers. The

limiting techniques provide theoretical guarantees on local boundedness and is likely

applicable for a wide variety of schemes.

However, the methodology and limiting procedure requires a decomposition of the

cell average onto flux contributing quadrature points, this can be difficult or ex-

pensive, fortunately several methods have already been proposed in [92]. Our new

FV4 introduced a new kind of cell mean decomposition deduced by symmetry of

the mesh, this cell mean decomposition only uses one additional point. The non-

uniqueness of such a cell mean decomposition is likely of practical consequence to

the accuracy of the limiter and is an open problem. Comparisons of the new limiters

to the vertex-based limiters of [91, 94] should not be drawn so readily, these lim-

iters rely on and use additional assumptions to find correction factors which enforce

different maximum principles entirely. The extension of the work presented here to

different neighbourhoods is also open to further study.

The N(K) ∪ K-MP limiter, is a multidimensional limiter capable of preserving a

cell mean local maximum principle on the stencil of face sharing neighbours, this is
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(a) global boundedness limiter, lims→∞N
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Figure 3.9: We see new local extrema are generated in the global boundedness limiter
trailing the slotted cylinder and within it the top of it. The N2(K) ∪ N(K)-MP
limiter enforces a maximum principle which does smooth out these features, and
also smooths out the cone peak.
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new but has shown to be overly diffusive for both the fourth order method and the

second order method. The N(K)∪K-MP limiter reduces the order of convergence of

the second order method. It could be concluded that this local maximum principle

seems to be too strong when using a multidimensional limiter which does not exploit

geometric properties of the mesh or components of velocity and flux contributions.

The N2(K) ∪N(K)-MP limiter is a multidimensional limiter capable of preserving

a cell mean local maximum principle on the stencil of face sharing neighbours. For

the second order method we have theoretical and numerical evidence to suggest that

it is marginally preferable to that of the Barth and Jespersen limiter. Our unlimited

FV4 finite volume scheme is fourth order, our new limiter N2(K) ∪ N(K)-MP is

sufficient to satisfy a local discrete maximum principle with respect to “squared”

edge sharing neighbour cell mean values.
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Chapter 4

Implicit monotone time-stepping

4.1 Introduction

Explicit slope limiters can create monotone, mass preserving schemes out of struc-

tured and unstructured finite volume and finite element methods. These methods

have been used in a variety of industrial and academic settings [85], and are used for

atmospheric advection in dynamical cores since they are applicable to the variety

of quasi-structured meshes proposed for the earth, for historical developments of

such meshes see [33]. Global atmospheric models based on explicit slope limiting

techniques suffer from global computational bottlenecks. In particular the time-step

taken must be reduced globally to accommodate the local Courant numbers arising

from large local vertical velocities. At the expense of increasing numerical diffu-

sion, Li and Zhang [95] showed that using adaptively implicit methods in regions

of locally high vertical Courant numbers improves the robustness and stability of

atmospheric climate models, particularly when resolving strong vertical advection

of moisture. Implicit time stepping methods are often overlooked because of the

increased computational cost historically associated with them, however they are

computationally competitive when the problem is stiff and with modern numerical

linear algebra techniques the solve time is better than it used to be. Sometimes im-

plicit methods are preferable entirely due the fact preconditioning can help decouple

the computational cost from the Courant number, and can lead to the creation of

highly scalable numerics [45],[96].

In this chapter we explore the application of different implicit linearised slope lim-

iters to the advection equation for a variety of different incompressible flows, to see

if they can be used to create an advection algorithm satisfying several discrete prop-

erties. The linearisation of one-dimensional slope limiters in mass preserving form

was proposed in [47], under the acronym LCI (Linearised conservative implicit).

However, despite promising numerical results for the backward Euler temporal dis-

cretisation, the LNI (Linearised non-conservative implicit) method is used instead

of the LCI method because of the provable total variation diminishing properties

(historically useful for convergence proofs [97, 98, 99, 25]), and the application to

steady state problems.
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4.1.1 Background: implicit linearised limiters

Consider the constant advection equation ut + aux = 0, with positive wind a ≥ 0,

over a periodic domain Ω = [0, 1], on a uniform grid with spacing ∆x, with the

backward Euler scheme in time, with time-step ∆t, and the Courant number defined

as c = a∆t
∆x

. The resulting non-linear system can be written as

un+1
i − uni + c(uRi − uRi−1)n+1 = 0, ∀i ∈ N, (4.1)

uRi = ui +
1

2
ψ(Ri)(ui − ui−1), Ri =

ui+1 − ui
ui − ui−1

, (4.2)

where uRi denotes the value attained on the right-hand edge of cell i, and ψ is a

non-linear function on the ratio of successive gradients Ri. This nonlinear implicit

scheme satisfies sufficient conditions for an implicit version of Harten’s lemma to

apply (lemma 6.1 [100]) this can prove the total variation diminishing property for an

arbitrary Courant number. This can alternatively be proven unconditionally TVD

by using the SSP literature [101]. However, such schemes do not exist in practice,

the above description is a nonlinear system of equations and must be approximated

with a sequence of linear problems.

Yee Harten and Warming [47] propose two manners to linearise an implicit slope or

flux limited method. The first linearises the scheme in flux form giving the following

un+1
i + c

[
un+1
i +

1

2
ψ(Rn

j )(un+1
i − un+1

i−1 )− un+1
i−1 −

1

2
ψ(Rn

i−1)(un+1
i−1 − un+1

i−2 )
]

= uni ,

(4.3)

flux form method. This linearisation ensures local mass preservation and is denoted

(LCI-Linearised Conservative Implicit). However, this method has not been proven

TVD. Yee, Harten and Warning instead rearrange the scheme into a non flux form

before linearising to give the following form

[1 + c+
c

2
ψ(Rn

i )− c

2

ψ(Rn
i−1)

Rn
i−1

]un+1
i − [c+

c

2
ψ(Rn

i )− c

2

ψ(Rn
i−1)

Rn
i−1

]un+1
i−1 = uni , (4.4)

this (LNI-Linearised Non-Conservative Implicit) method has the M-matrix repre-

sentation sufficient (not necessary) for a provable local maximum principle (TVD)

under standard assumptions on the limiter function ψ. This is suitable for itera-

tively converging to the steady state solution of hyperbolic PDE’s [47], however the

loss of local mass conservation is not suitable for dynamical cores.

Despite the fact that LCI schemes are not proven to be TVD, counter examples to

this claim are sparse or non-existent to our search of the literature. Perhaps due to

the lack of counter examples, this mass preserving linearisation technique of various

slope limiters in conservative form has become a commonly adopted technique in

the monotone solution of steady state hyperbolic systems since the pioneering work

in [27]. Strict monotonicity is typically relaxed, usually because the Barth and Jes-

person’s multidimensional slope limiter [42] is modified for differentiability [102] or
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higher regularity [103, 104, 105], to improve the convergence of Newton’s method.

However, for numerically solving the linear advection equation, only one iteration

of a non-linear method is required for convergence and additional smoothing does

not seem to be necessary. This leads to the question whether the linearised con-

servative implicit methods are TVD, or more generally whether implicit linearised

multidimensional limiters maintain a discrete local maximum principle when a mass

preserving linearisation is taken. This will be the subject of this chapter, and will

consist of numerical work which will be assessing, to what extent does the mass pre-

serving linearisation and matrix solve effect the monotonicity. This will answer the

broader research question: are linearised slope limiters useful for improving the ro-

bustness and stability of atmospheric climate models and for what range of Courant

numbers?

4.2 Implicit Advection schemes

In this section we establish the unstructured notation, and summarise the semi

discrete finite volume approach for solving the following mathematical model of

transport phenomena. A tracer u(x, t), is advected by a divergence free (div(v) = 0),

bounded (||v||∞ < C), continuous velocity field v(x, t) ∈ Cp(Ω× [0, T ]), p ≥ 0.

∂u

∂t
+ div(vu) = 0, ∀(x, t) ∈ Ω× [0, T ], (4.5)

u(x, 0) = u0(x), ∀x ∈ Ω, (4.6)

where the initial conditions u0(x) are assumed to be in L∞(Ω), Ω ⊂ Rd, d = 1, 2, 3

denotes the domain, and t ∈ [0, T ] denotes the time span of interest.

4.2.1 Semi-discrete form: Spatial discretisation

In this section we will continue establishing notation and framework with emphasis

on the spatial discretisation used for arbitrary meshes.

We assume a finite volume method for the spatial discretisation, so that the rate of

change of the cell mean value uK in cell K, for every cell K in the meshM evolves

according to the semi discrete flux form,

duK
dt

= −
∑

L∈N(K)

fK,L, ∀K ∈M, (4.7)

arising from a finite volume spatial discretisation. The one-dimensional numerical

flux fKL through cell K into cell L ∈ N(K) is generated by numerically integrating

a monotone, conservative, Lipschitz continuous numerical flux function [72] over

the cell boundary σKL. The notation N(K) := {L ∈ M|∂L ∩ ∂K 6= ∅} denotes

the set of face-sharing neighbours of cell K, depicted in an unstructured arbitrary

mesh diagram Fig. 4.1. Typically, the flux is resolved by numerical quadrature and
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Figure 4.1: Diagram of Cell K, the face σKL, to a face sharing neighbour L ∈ N(K),
and the unit normal nKL.

throughout the rest of this chapter we use the midpoint rule in space (2nd order

Gauss quadrature) for all flux calculations. The midpoint of edge σKL is denoted by

the position vector xKL, for example see the position on a uniform grid Fig. 4.2. The

solution of the Riemann problem for advection is tractable and gives a numerical

flux function known as donor cell or upwind,

fK,L = γKLpK(xKL)− γLKpL(xKL), (4.8)

where γKL := |σKL|
|K| (v(xKL) · nKL)+, is the positive component of flux out of cell

K into cell L. We define the following notation (·)+ := max(0, ·), (·)− := min(0, ·),
|K| denotes the volume (Lebesgue measure) of the cell K and |σKL| denotes the

volume/area (Lebesgue measure) of the face σKL which are assumed positive. We

also denote pK(x), as either the subcell representation of cell K, or a polynomial

defined on a wider set of cell mean values. Typically, we will use a linear polynomial

construction from the surrounding cell mean values, but other methods can be used

to construct flux contributions (ENO [30], WENO [32], LSQ [106, 107], UTOPIA

[19]).

Given the representation of a flux Eq. (4.8) one can construct the well-known first

order upwind scheme

f lK,L = γKLuK − γLKuL, (4.9)
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Figure 4.2: One dimensional upwind stencil. If vKL · nKL ≥ 0 we use cells [L,K, J ]
to reconstruct the flux. If vKL · nKL < 0 we use [K,L,M ] to reconstruct the flux.
The ratio of upwind sucessive gradient are given by RK = uL−uK

uK−uJ

by letting the subcell polynomial representations pK , pL be represented by the con-

stant cell mean value within each cell, and evaluated at the midpoint xKL, gives

pK(xKL) = uK , pL(xKL) = uL.

The efficient construction of high order flux contributions should depend on and

exploit the particular mesh geometry and is beyond the scope of this work. On an

orthogonal uniform grid Fig. 4.2 with a directional stencil J,K, L,M , well defined

slope limited numerical fluxes Eq. (4.8) will often reduce to the following forms

fhK,L = γK,L[uK +
φ(RK)

4
(uL − uJ)]− γL,K [uL +

φ(RL)

4
(uK − uM)], (4.10)

fhK,L = γK,L[uK +
αK
4

(uL − uJ)]− γL,K [uL +
αL
4

(uK − uM)]. (4.11)

The first form corresponds to when a one dimensional slope limiter is used, and

the second when a multidimensional slope limiter is used. The above flux repre-

sentations Equation (4.10),Eq. (4.11) are the particular constructions used for the

numerical results in this chapter, and are a subcase of the more general case. One

can derive these particular semi discrete flux expressions Equations (4.10) and (4.11)

as particular instances of using the “High-Order Accurate Solution Reconstruction”

formulas in [108] or the least squares gradient in [106] and choosing linear subcell

representation with 2nd order Gauss quadrature over a face, on a uniform orthogonal

mesh. In the above formulas Eq. (4.10), Eq. (4.11), we have additionally introduced

two different types of slope limiters denoted by α, and φ. α represents a multi-

dimensional slope limiter and φ represents a directional slope limiter used in each

coordinate direction. We use the ratio of successive gradients RK := uL−uK
uK−uJ

, the

non-linear flux limiter function ψ(r) defined by Koren [41] (contained in the TVD

region of Sweby [38]) and the relationship φ(R) = 2ψ(R)
1+R

to upwind bias slope lim-

iters in [27] to define our one-dimensional directional slope limiter φ(RK). (This

particular choice does not have a well defined subcell representation however gains

additional accuracy with little extra computation cost and makes the use of other

schemes operationally unlikely)

The cell defined correction α is between zero and one and is defined by a sequence

of functions that ensures that the values at all flux contributing quadrature points

remain bounded by some locally determined bounds pK(xq) ∈ [mK ,MK ], ∀q ∈ σKL,

∀L ∈ N(K). This multidimensional slope limiter limits all the flux contributions
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from a cell by a single correction factor, but does so using multidimensional bounds.

When a discrete divergence free condition holds, both multidimensional slope limit-

ing and one-dimensional slope limiting can be proven sufficient for a discrete max-

imum principle (albeit slightly different maximum principles as explained in Chap-

ter 3). Barth and Jespersen [42] defined the following sequence of non-linear function

evaluations to define the cell correction factor αK .

1. Compute the old time step inclusive neighbour bounds.

[mn
K ,M

n
K ] = min(unK , min

L∈N(K)
unL),max(unK , max

L∈N(K)
unL). (4.12)

2. Compute quadrature point correction factors αq,

αq =


min{1, MK−ūK

pK(xq)−ūK
} where pK(xq)− ūK > 0,

min{1, mK−ūK
pK(xq)−ūK

} where pK(xq)− ūK < 0,

1 where pK(xq)− ūK = 0.

(4.13)

to ensures αqpK(xq) is locally bounded by mn
K ,M

n
K .

3. Limit the entire subcell representation based on the worst violator of the local

quadrature maximum principle,

αK = min
L∈N(K)

min
q∈σKL

αq. (4.14)

So that αKpK(xq) is locally bounded between mn
K ,M

n
K , for all quadrature

points on each face ∀q ∈ σKL, ∀L ∈ N(K) .

We will test numerically whether truly multidimensional slope limiters of Barth and

Jespersen [42], the Kuzmin vertex limiter [94], or the one-dimensional slope limiter

of [41], will retain monotonicity when combined with a mass preserving implicit

linearisation technique. We do not improve the regularity of the minimum function

within the Barth and Jespersen limiter sequence, using methods such as those in

Venkatakrishnan, Ollivier-Gooch [102, 103] because we do not have difficulty with

convergence, and these smoothing procedures can degrade the solution accuracy

and even worse can degrade monotonicity properties. This completely defines the

spatial aspect of the finite volume method used for the numerical section, however

the linearisation and timestepping needs to be defined. Non uniform tensor prod-

uct meshes have one-dimensional slope limiters potentially suitable for linearisation

using the framework of [109], and both the Barth and Jespersen and the Kuzmin

limiters [42, 94] are suitable for truly unstructured grids.

4.2.2 Flux Corrected Transport for implicit schemes

It will turn out that implicit linearised slope limiters are not sufficient to guarantee

strictly monotonic solutions particularly when run beyond the radius of monotonicity
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of the time-stepping method. We will require an additional implicit flux corrected

transport procedure to fix this problem. Flux corrected transport originated from

Boris and Book’s [53] one-dimensional limiter. This was later generalised into multi-

dimensions by Zalesak [54]. We use Zalesak’s algorithm, however we will differ in

the choice of both prelimiting and the choice of the local bounds Eq. (4.22) because

the method is implicit. Although flux correction has been applied extensively in

the finite volume literature in multiple dimensions for explicit schemes, the use of

flux correction for implicit linearised scheme’s had not been done before so we also

present the derivation of both the high and low order fluxes later in Section 4.2.4,

Section 4.2.3.

We suppose that there exists a monotone method and a high order method, with

the one stage flux form representations

udK = unK −
∑

L∈N(K)

F l
K,L, uhK = unK −

∑
L∈N(K)

F h
K,L. (4.15)

Where udK denotes the monotone solution which is typically diffusive, and uhK is

the higher order solution which is typically oscillatory. The capitalised F l
KL, F

h
KL

denote one stage “transportative flux” [54] contributions through the boundary of

cells K and L over one time step. These transportative fluxes are different from

the “semi discrete” fluxes f lKL, f
h
KL defined earlier in Eq. (4.7), as they account for

time-stepping. The existence of such representations is always possible when using

a method of lines technique with a flux form finite volume method. We introduce

examples and the construction of such fluxes using Runge Kutta methods in Sec-

tion 4.2.1. In this work we will use the backward Euler first order upwind scheme

to create a transportative flux F l
K,L, given explicitly by formula Eq. (4.26). We will

test a variety of high order transportative flux contributions to construct F h
K,L, con-

structed from the implicit midpoint in time and various linearised slope limiters in

space Eqs. (4.11) and (4.31). This assumption/representation of a numerical method

is not always possible, schemes such as the semi-Lagrangian method typically do not

possess a flux form representation.

It is yet to be determined if the high order method using linearised slope limiters

will be monotone, it is for this reason that we introduce the Flux corrected transport

procedure of [54] as a safeguard. Flux corrected transport blends the high order and

low order schemes in the following way,

un+1
K = unK −

∑
L∈N(K)

F low
KL −

∑
L∈N(K)

CKL(F high
KL − F

low
KL ). (4.16)

The anti-diffusive flux corrections on each face are defined as AFKL := FHigh
KL −FLow

LK .

If CKL = 0 we recover the low order monotonic method, and if CKL = 1 we recover

the high order non monotonic method Eq. (4.15). Flux corrected transport can be

used to determine face defined corrections CKL to the anti diffusive fluxes AFKL :=
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FHigh
KL −FLow

LK such that the one step numerical scheme Eq. (4.16) remains bounded

by two locally defined constants un+1
K ∈ [mK ,MK ]. The correction factors CKL are

determined by the following algorithm.

1. Calculate the sum of antidiffusive flux into and out of cell K

P p =
∑

L∈N(K)

AF+
KL, Pm =

∑
L∈N(K)

AF−KL, (4.17)

where the notation AF+
KL := max(0, AFKL) and AF−KL := min(0, AFKL) de-

notes the positive and negative component of the anti diffusive flux.

2. Compute the maximal and minimal allowable change to the monotone solution

ΓMK = MK − udK , ΓmK = mK − udK , (4.18)

where mK and MK are the locally defined minima and maxima respectively.

3. Determine the outflow and inflow corrections

RPK := min(1,
ΓMK
P p

) for P p > 0, (4.19)

RMK := min(1,
ΓmK
Pm

) for Pm > 0. (4.20)

4. Determine the face defined correction factor

CKL :=

min(RPL, RMK) AFKL > 0,

min(RML, RPK) AFKL < 0.
(4.21)

This procedure can be used for both implicit and explicit methods, to enforce differ-

ent bounds. We impose a local boundedness principle with respect to the monotone

solution, so use the coefficients

Md
K := max{udK , max

L∈N(K)
udL} md

K := min{udK , min
L∈N(K)

udL}, (4.22)

to ensure that the solution satisfies a local maximum principle with respect to a

known monotone solution un+1
K ∈ [md

K ,M
d
K ]. This is different from the bounds used

by Zalesak [54] because the old time step neighbours cease to provide physically

motived bounds at large Courant numbers. The local maximum principle employed

is strictly stronger that the discrete maximum principle

un+1
K ∈ [min{unK , min

L∈N(K)
unL},max{unK , max

L∈N(K)
unL}]

typically imposed of explicit flux correction algorithms, and is more appropriate for

high Courant number flow.
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Although the solution satisfies a local maximum principle with respect to both the

old timestep unK and the monotone solution udK , it does not prevent the enhancement

of directional extrema including saddle points [110]. It was for this reason Devore

[110] recommended using the one-dimensional Boris and Book limiter

AFKL = SKL
(

min{|AFKL|, SKL(udK − udJ), SKL(udM − udL)}
)+
. (4.23)

where SKL = sign(udL−udK) [53], [55] to prelimit the anti diffusive flux contributions

before the flux correction procedure. We will numerically investigate the use of this

pre limiter Method 4.2.10 in row 4 of figure Fig. 4.5, to determine whether this

will improve the quality of the solution in the context of implicit flux correction

transport algorithms.

4.2.3 Low order transportative fluxes

Flux corrected transport requires the computation of lower order fluxes, which pro-

duce the monotone (typically diffusive) solution ud. This is done for backward Euler

as follows:

1. Construct and solve the linear matrix system associated with backward Euler

in time, with semi discrete numerical fluxes given by first order upwind.

un+1,d
K = unK −∆t

∑
L∈N(K)

fn+1,d
K,L , (4.24)

fn+1,d
K,L = γn+1

K,Lu
n+1,d
K − γn+1

L,Ku
n+1,d
L , (4.25)

for the diffusive solution un+1,d
K .

2. Reconstruct the low order “transportative” fluxes using the newly computed

un+1,d
K ,

F n+1,d
K,L = ∆t(γn+1

K,Lu
n+1,d
K − γn+1

L,Ku
n+1,d
L ). (4.26)

This method and resulting fluxes will be denoted BE1 later in this text.

4.2.4 High order transportative fluxes

Flux corrected transport requires the computation of higher order fluxes. We derive

the high order flux derivation in algorithmic form for the 1D slope limiter Eq. (4.10),

for the implicit midpoint rule in time using its compositional (extended)Shu Osher

representation.

1. Construct and solve the linearised slope limiter system

u
n+1/2
K = unK −

∆t

2

∑
L∈N(K)

f
n+1/2,n,h
K,L , (4.27)
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for u
n+1/2
K associated with a backward Euler step of half a time-step. Where

the numerical flux above is linearised at the old time step in mass conserving

form as follows

f
n+1/2,n,h
K,L = γ

n+1/2
K,L [u

h,n+1/2
K + 1/4φ(Rn

K)(u
h,n+1/2
L − uh,n+1/2

J )], (4.28)

− γn+1/2
L,K [u

h,n+1/2
L + 1/4φ(Rn

K)(u
h,n+1/2
K − uh,n+1/2

M )]. (4.29)

and put into the matrix left hand side.

2. Using the newly computed substage u
n+1/2
K as well as Rn

K and γ
n+1/2
K,L we ex-

plicitly rebuild the previously defined fluxes f
n+1/2,n,h
K,L .

3. We now take the new solution, u
n+1/2
K and compute the forward Euler fluxes,

f
n+1/2,h
K,L = γ

n+1/2
K,L [uhK + 1/4φ(R

n+1/2
K )(uhL − uhJ)]− γn+1/2

L,K [uhL + 1/4φ(R
n+1/2
K )(uhK − uhM)].

(4.30)

4. We reconstruct the the one stage transportative second order numerical flux,

F high
KL =

∆t

2
(f

n+1/2,n,h
K,L + f

n+1/2,h
K,L ). (4.31)

The above choice of linearisation aligns with the (extended) Shu Osher representa-

tion, and was chosen such that any monotonicity violations, must come from either

the linearisation or solver tolerances of the backward Euler scheme or the forwards

part being run at too high a Courant number. In fact, one can linearise the implicit

midpoint rule directly and reduce the number of fluxes needed to be calculated,

and use the scheme described in the appendix Appendix A.3 for improved computa-

tional efficiency. For the multidimensional slope limiter version of the above method

choosing a replacing the one-dimensional limiters with a multidimensional limiter

φ 7→ α, characterises the change to the algorithm.

4.2.5 Proposed Schemes

We need to test the extent the linearisation of one dimensional limiters and mul-

tidimensional slope limiters cause monotonicity violations at a range of Courant

numbers. To do so we introduce the following methods: IMkoren, IM2BJ, IM2KUZ,

these schemes are associated with mass preserving linearisations of the one-dimensional

Koren [41] limiter, the multidimensional Kuzmin [94] limiter, and the multidimen-

sional Barth and Jesperson [42] limiter. We also introduce the unlimited implicit

midpoint third order upwind method IM3 and the backward Euler first order up-

wind unlimited BE1 method. We completely characterise these methods in terms

of fluxes as this will be convenient for when we use flux correction.

Method 4.2.1 (BE1). Backwards Euler first order upwind. Fluxes can be attained

from Eq. (4.26).
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Method 4.2.2 (IMKoren). Implicit midpoint rule is used for temporal discreti-

sation and the spatial discretisation aligns with using one-dimensional slope limiters

in each direction. By using the slope limiter relation φ(r) = 2ψ(r)/(1 + r) [27]

we use the more accurate one-dimensional Koren limiter [41] ψ(r) = min{1/3 +

2/3r, 2r, 2}+. The linearisation procedure aligns with the mass preserving method of

[47] and the high order transportative flux Eq. (4.31) is computed using the method

of Section 4.2.4.

Method 4.2.3 (IM2BJ). Implicit Midpoint rule in time with the linearised Barth

and Jespersen [42] limiter, the transform φ(RK) 7→ αK and Section 4.2.4 completely

defines the high order flux computation Eq. (4.31).

Method 4.2.4 (IM2KUZ). Implicit Midpoint rule in time with the linearised

vertex based slope limiter of Kuzmin [108], the transform φ(RK) 7→ αK and Sec-

tion 4.2.4 completely defines the high order flux computation Eq. (4.31). 1

Method 4.2.5 (IM3). We will use the third order linear upwind in space by choos-

ing a linear slope limiter φ(r) 7→ 2
1+r

(1/3 + 2/3r), this method has interpretation

aligning with creating upwind second order polynomials, over the interpolating cells

LKJ , KLM respectively, and the resulting flux is fhK,L = γK,L[2uL + 5uK − uJ ]/6−
γL,K [2uK + 5uL − 1uM ]/6. which is third order accurate when the flow is constant,

but is truly second order. Section 4.2.4 completely defines the high order flux com-

putation Eq. (4.31). No linearisation is required because the scheme is linear and

the flux can be computed cheaply using Eq. (A.45).

We also introduce the four methods IMKoren◦fct◦BE1, IM2BJ ◦fct◦ BE1, IM2KUZ

◦ fct ◦ BE1, IM3 ◦ fct ◦ BE1 which include a flux corrected transport step.

Method 4.2.6 (IMKoren ◦ fct ◦BE1). We will use the same high order fluxes

as from IMkoren but use the flux correction transport procedure Eq. (4.22) to correct

on the low order fluxes given by backwards Euler first order upwind Eq. (4.26).

Method 4.2.7 (IM2BJ ◦ fct ◦BE1). We will use the same high order fluxes

as from IM2BJ but use the flux correction transport procedure Eq. (4.22) to correct

on the low order fluxes given by backwards Euler first order upwind Eq. (4.26).

Method 4.2.8 (IM2KUZ ◦ fct ◦BE1). We will use the same high order fluxes

as from IM2KUZ but use the flux correction transport procedure Eq. (4.22) to correct

on the low order fluxes given by backwards Euler first order upwind Eq. (4.26).

Method 4.2.9 (IM3 ◦ fct ◦BE1). We will use the same high order fluxes as

from IM3 but use the flux correction transport procedure Eq. (4.22) to correct on the

low order fluxes given by backwards Euler first order upwind Eq. (4.26).

1This limiter only differs from the Barth and Jespersen algorithm [42] by the choice of the
locally defined maxima and minima, and the points used to create the correction factor. We
simply evaluate the subcell representation for the corner defined quadrature points and ensure
they are bounded by the corner sharing neighbours. See Chapter 3 or [108, 91] for a more detailed
explanation.
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We also introduce the following methods IM3◦BBP+fct◦BE1, IM3 ◦ UP + fct ◦BE1

associated with doing additional one-dimensional pre-limiting on the IM3◦fct◦BE1

scheme.

Method 4.2.10 (IM3 ◦BBP + fct ◦BE1). We take the Method 4.2.9 method,

and introduce the one-dimensional pre limiter of Boris and Book [53] as recom-

mended by [110] to reverse the direction of some flux contributions in accordance

with a directional FCT procedure.

Method 4.2.11 (IM3 ◦ UP + fct ◦BE1). We take the Method 4.2.9 method,

and introduce the unstructured pre limiter of [66]. Which sets anti-diffusive flux

contributions to zero rather than reversing them.

4.3 Numerical Results

4.3.1 Test Suite

The numerical domain is Ω = [0, 1] × [0, 1], with nx, ny grid points in the x and

y dimensions. The mesh consists of (nx, ny) cell centers, and nx + 1, ny + 1 faces,

with periodic boundary conditions. The velocities and fluxes are located at the face

midpoints (i+ 1/2, j), (i, j + 1/2). We locate the stream function ψ(x, y) at the cell

vertices and then use a discrete form of the curl operator to create a divergence

free (machine precision) vector field v. For the stream functions ψ(x, t) we use the

following four streamfunctions defining the velocity fields,

ψ = −π((x− xc)2 + (y − yc)2), solid body rotation (4.32)

ψ = y − x, constant diagonal (4.33)

ψ = 2 sin(x) sin(y) cos(
t

T
π), sine deformation (4.34)

ψ = 8πx(x− 1)y(y − 1) cos(
t

T
π). quadratic deformation (4.35)

For the initial condition of the tracer, we use a compact C1 cosine bump Eq. (4.36),

q =
1

2
(1 + cos(πmin(

r

0.15
, 1)), where r =

√
(x− 0.5)2 + (y − 0.75)2), cosine bump

(4.36)
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Figure 4.3: Flow visual and direct sampling of the initial condition.

or the LeVeque initial condition Eq. (4.37) [81], Fig. 4.3

u0 =



1 for
√

((x− 0.5)2 + (y − 0.75)2)) ≤ 0.15, and(x ≤ 0.475),

1 for
√

((x− 0.5)2 + (y − 0.75)2) ≤ 0.15, and(x > 0.525),

1 for
√

((x− 0.5)2 + (y − 0.75)2) ≤ 0.15, and(y ≥ 0.85), and

(0.475 < x ≤ 0.525),

(1− rcone
0.15

) for (rcone =
√

((x− 0.5)2 + (y − 0.25)2) ≤ 0.15),

1
2
(1 + cos(π rcos

0.15
) for (rcos =

√
((x− 0.25)2 + (y − 0.5)2) ≤ 0.15),

0 otherwise.

(4.37)

4.3.2 First test case: Solid body rotation of the LeVeque

initial conditions

Solid body rotation test case Eq. (4.32), of the LeVeque initial conditions Eq. (4.37)

[81], is considered a challenging test of monotonicity and shape preservation ([54],[81]),

we have included a visualisation in Fig. 4.3. The initial conditions consist of a Za-

lesak slotted cylinder, a compact smooth cosine bell of half height, and a cone with

a sharp peak. We sample initial conditions, rather than integrate over the control

volumes, this is to keep the initial conditions as discontinuous as possible. We use

the coarser Zalesak [54] 100× 100 resolution, and choose the number of time-steps

as nt = 1256, 157, 19, to give maximum Courant numbers of approximately 0.5, 4

and 33.

Results: Solid body rotation with implicit linearised slope limiters

Fig. 4.4 shows the results of the solid body rotation of the LeVeque initial conditions

at 100×100 resolution for the BE1, IMKoren, IM2BJ, IM3 and the IM2KUZ methods

at maximum Courant numbers 1/2, 4, and 33.
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Figure 4.4: LeVeque Initial conditions Eq. (4.37), solid body rotation Eq. (4.32) test
case at three Courant numbers for the first five methods described in Section 4.2.5
without flux corrected transport.

93



In the first column of Fig. 4.4 the linearised slope limiter schemes IMKoren,

IM2BJ , and IM2KUZ are run below Courant number 0.5, we see some small

negative values of order 10−6, 10−5, 10−8 respectively. This essentially forms a

counter example to the statement that implicit schemes with linearised conservative

slope limiters can preserve a discrete maximum principle. The implicit linearised

schemes IMKoren, IM2BJ , IM2KUZ clearly possess shape preserving properties

as compared with the unlimited scheme IM3, which has negatives of order 10−1 for

the same test.

In the second column of Fig. 4.4 at Courant number 4, all of the schemes aside from

the first order method (BE1) produce monotonicity violations. When comparing

the linearised limiter schemes IMkoren, IMBJ2 and IMKUZ to the unlimited IM3

scheme, in the second column of Fig. 4.4 one can see the suppression of ripples behind

the real features, and surprisingly the linearised limiters still do go some way towards

shape preservation. However, the negative values produced for the linearised slope

limiters are significantly larger and are of order 10−1, 10−2. These negative values

can be attributed to the effect of time-stepping beyond the radius of monotonicity

of the implicit midpoint method and the previous non-linear solving strategies. In

[111], implicit linearised WENO methods were investigated numerically, it was also

deemed that implicit schemes of order 2 were not non-linearly stable at Courant

numbers twice the explicit stability criterion. Our numerical results agree with

this conclusion, and provides further evidence that the non-linear order barrier for

implicit strong stability [49, 48] has numerical consequences almost immediately.

In the third column of Fig. 4.4 at Courant number 33, the slope limiters have

not suppressed monotonicity violations and have subjectively created unfavourable

unphysical noisy features as compared with the unlimited IM3 method. We have

not observed numerical blow-up or crashing for our particular test cases, however

this cannot be ruled out as a possibility using linear stability theory.

4.3.3 Problems, Outlooks, Explanations

We are aware of three main reasons why implicit slope limiters may lead to non-

monotonic solutions:

1. The first cause of potential monotonicity failure arises from the linear ma-

trix solving strategy. Where numerical linear algebra techniques iteratively

approximates for the solution within a given solver tolerance, the interim solu-

tions generated by these inner iterations are not guaranteed to be monotone.

2. The second major cause of potential monotonicity failure arises from the non-

linear solving strategy. Fixed point methods such as Newton and Picard iter-

atively converge to the non-linear solution using outer iterations until a solver

tolerance is reached. The interim solutions generated by the outer iterations

are not guaranteed to be monotone.
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3. The third major cause of monotonicity failure arises from the time stepping

method being run beyond its radius of monotonicity.

The linear matrix solving strategy was not suspected to be the major source of

monotonicity error for our numerical experiments, because the observed 10−6 mono-

tonicity violations at low Courant numbers (first column of Fig. 4.4) were not found

to be dependent on a wide range of sensible solver tolerances. However, from a

theoretical perspective Item 1 is not to be ruled out as a potential cause of mono-

tonicity error, as injudicious choices for the solver and solver tolerances can create

additional monotonicity failures. Instead, we hypothesise that the small 10−6 mono-

tonicity failures in the first column of Fig. 4.4 are caused by the first step of Picard

iteration (mass preserving linearisation) by process of elimination and because we

have found that increasing the number of Picard iterations, did minutely change

the location of the monotonicity errors. We hypothesise that the significantly larger

10−2 monotonicity violations at Courant number 4 and 33 in both column 2 and 3 of

Fig. 4.4 are a result of running the implicit midpoint scheme beyond its theoretical

time step restriction (Item 3).

Potential solutions to Items 1 and 2 could include using, L∞ or more stringent

stopping criterion. However, this will involve potentially never converging since

both Picard and Newton iterations typically converge in L2, as do most numerical

linear algebra techniques. Customised solvers with monotone convergence proper-

ties, would involve the creation of new solvers likely slower than current ones. The

method of deferred correction [112] has been previously proposed as an alternative

method to perform an implicit linearised solve in [37], by ensuring that the only

matrices inverted are M-matrices and limiting is on explicit terms. However, this

method does not intrinsically have good monotonicity properties (one can analyse it

using the ARK extension of the strong stability preserving literature and compare

to a traditional IMEX method). Furthermore, the right hand side corrections for

this problem are also not strong stability preserving under any time-step so would

require an explicit flux corrected transport procedure to be used on the explicit

corrections within the iterative process [67]. It is often claimed that this method is

cheap because all the left-hand side matrices are diagonally dominant M-matrices so

can be solved fast, whilst this is true, high order spatial operators for the advection

equation may also be solved similarly fast when appropriate solving strategies are

employed. We will instead use a one-step implicit flux corrected transport procedure

as a means of solving these small 10−6 monotonicity errors, and hypothesise that

the FCT algorithm will not activate much, preserving the order and accuracy.

Concerns Items 1 and 2 are a consequence of implicit solving strategies having

convergence in L2 towards the monotone solution. Whilst this is a problem, there

is still some control as to the size of the monotonicity violation. Concern Item 3, is

more serious still, the temporal discretisation itself poses a challenge to monotonicity

at high Courant numbers, and we have suggested this is the cause of the much larger

(10−2 and above) monotonicity failures in columns two and three of Fig. 4.4
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Potential solutions to concern Item 3 include,

1. Using a different high order implicit Runge Kutta method, with greater radius

of monotonicity,

2. Use the theta scheme based on the globally highest Courant number,

3. Use a locally defined theta scheme, or a multi-rate algorithm,

4. Implicit Flux correction.

Solution 1 is not possible due to a fundamental nonlinear order barrier theorem.

Spijker considers unconditional monotonicity preservation in the non-linear case in

[49] under the notion of contractivity. Spijker notes that the upper bound for the

order of unconditional non-linear stable methods is 1, which follows from the earlier

linear positivity theory done by Bolley and Crouziex [48], in which the last of Kraai-

jevanger conditions [113] is required of a rational function and shown incompatible

with second order. This analysis does not rule out the possibility of a second order

implicit scheme with a very large radius of monotonicity. However, for a large class of

implicit methods with order greater than or equal to 2, the largest effective radius of

monotonicity has been verified and searched for both numerically and theoretically,

using the connection between the optimal (extended) Shu Osher representation and

the radius of monotonicity [51], [52]. The largest stage scaled radius of monotonicity

is disenchantingly small, it is 2, and is attained by the implicit midpoint method.

One can attain a better absolute radius of monotonicity, by increasing the number of

stages but this linearly increases the computational cost (near equivalent to running

at a smaller time step). Therefore, if we want true monotonicity at large Courant

number we must drop the formal order of the method at large Courant number.

One could use a global theta scheme based on the globally largest Courant number.

This reduces the order of the model globally, and will be deemed unviable because

there is inevitably a region of high flow in a transport model, so will suffer a bottle

neck affecting global accuracy. The local theta scheme [114] and multi-rate methods

[115] are potentially a viable strategy, however these are not method of lines schemes

and fall out of the scope of this discussion. We instead decide to fix both of these

concerns by applying the flux corrected transport algorithm Eq. (4.22) on backward

Euler scheme’s fluxes.

4.3.4 Results: Solid body rotation with additional flux cor-

rected transport

In Fig. 4.5 we plot the final time-step of the solid body rotation test case of the

LeVeque initial conditions. We do so for the six flux corrected transport defined in

Section 4.2.5. We make the following observations. The flux corrected procedure has

generated bounded results, that are accurate at low Courant number (column one

Fig. 4.5) and non-linearly stable at high Courant numbers (column two and three
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Fig. 4.5), for all choices of space discretisation Fig. 4.5. At low Courant numbers,

flux corrected transport smooths the peaks and degrades the thin back wall of the

slotted cylinder. At high Courant numbers the scheme remains monotone but is

very diffusive.

Out of all the rows in Fig. 4.5, flux correcting the unlimited scheme IM3◦fct◦BE1

seems to produce the most accurate results, the IMKoren◦fct◦BE1, IM2BJ◦fct◦BE1

and IM2KUZ◦fct◦BE1 schemes all produce similar acceptable results with additional

limiting behaviour. There seems to be little benefit in using the linearised slope

limiter methods for the incompressible advection equation, if in addition the implicit

flux correction is used.

The largest values attained at the final timestep in Fig. 4.5 are achieved by the

IM3◦BBP+fct◦BE1 scheme, followed by the IM3◦UP+fct◦BE1, followed by the

IM3◦fct◦BE scheme. This increased one directional compressive behaviour seems

to arise out of the 1D flux prelimiting and is observed in row five of Fig. 4.5, the

scheme remains bounded, but the accuracy of the shape is questionable particularly

at Courant number 4 when using the Boris and Book prelimiting FCT algorithm

IM3◦fct+BBP◦BE1. The less ambitious unstructured pre-limiter introduced in [116]

has produced less compressive 1D effects as can be seen in row six of Fig. 4.5, but

at this stage it is still not obvious whether any prelimiting is worth using.

4.3.5 Second test case: accuracy, boundedness and errors.

The total tracer values after 0, 1/6, 2/6, 3/6, 4/6, 5/6 and one solid body rotation are

contoured in Fig. 4.6 for the four schemes IMkoren◦FCT◦BE1, IM2BJ◦FCT◦BE1,

IM3◦FCT◦BE1, IM3◦BBP+FCT◦BE1. In this same figure Fig. 4.6 we also colour

errors whose absolute value exceeds 0.02 and we also display the maxima and minima

of the tracer after 0, 1/6, 2/6, 3/6, 4/6, 5/6 and one full rotation. We use 128× 128

spatial resolution and 1536 time-steps, so the Courant number remains approxi-

mately below 1/2, and we use the C1 compact cosine initial condition Eq. (4.36)

under solid body rotation Eq. (4.32).

The results from all 4 of the FCT methods remain bounded up to machine precision,

the most accurate method is the IM3◦fct◦BE1 method whose primary error occurs

at the extrema being degraded. Both the linearised 1d and multidimensional limiter

methods IMKoren◦fct◦BE1 and IM2BJ◦fct◦BE1 retain sufficient accuracy but have

additional dispersive errors in the direction of flow compared with IM3◦fct◦BE1.

The IM3◦BBP+fct◦BE1 method differs from the IM3◦fct◦BE1 method by using

the one-dimensional pre-limiter of Boris and Book. It is known [110] that this pre-

limiter step reverses the direction of unphysical anti-diffusive flux contributions in a

monotone manner to prevent the growth of directional extrema (saddle points). We

have observed some quite unfavourable “squaring” effects, apparent in the colour

plots of numerical error in Fig. 4.6.
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Figure 4.5: Final timestep of the LeVeque Initial conditions Eq. (4.37), after the
solid body rotation test case Eq. (4.32) at Courant number maximum of: 0.5, 4, 33,
for the six flux corrected transport methods defined in Section 4.2.5.
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Figure 4.6: We test the accuracy, boundedness and errors of the flux corrected
transport schemes IMkoren◦FCT ◦BE1, IMBJ2◦FCT ◦BE1, IM3◦FCT ◦BE1,
IM3◦BBP+FCT◦BE1. We colour errors exceeding absolute value of 0.02, and plot
contours of tracer value the interval between contours is 0.1, this is plotted at every
1/6th of a revolution. The use of implicit flux correction without any linearised slope
limiting is the most accurate, followed by the multidimensional limiter of Barth and
Jespersen, then followed by the one-dimensional limiting, however all these three
results are acceptable. The last figure indicates the prelimiting step has an unusual
perhaps negative consequence on the distribution of error.
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deformations. For the solid body rotation Eq. (4.32) we plot the tracer value at every
1/6th of the counter-clockwise rotation. The constant diagonal flow Eq. (4.33), with
periodic boundary conditions plotted are the initial condition and the half timestep.
For the quadratic and sinusoidal time reversing deformational flows, we only show
the tracer values who have corner defined neighbours all above 0.1. We show the
solution being deformed to its maximum deformation counter-clockwise, before being
reversed clockwise to the initial condition. Also plotted are the streamlines and
Courant number contours. The solution of the tracer was created with the IM3
scheme at 128× 128 resolution.
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4.3.6 Third test case: Convergence

For the convergence testing we use 16×16, 32×32, 64×64 and 128×128 resolution

at maximum Courant number near 1
2
, with the C1 cosine initial condition Eq. (4.36)

under the four velocity fields Eq. (4.33), Eq. (4.35), Eq. (4.34), Eq. (4.32). The

Courant number is held near 1
2
, by using nt = 64, 128, 256, 512 for the diagonal con-

stant flow Eq. (4.33), and by using nt = 192, 384, 768, 1536 for the quadratic time

reversing deformational test case Eq. (4.35), the sinusoidal time reversing deforma-

tional test case Eq. (4.34), and the solid body test case Eq. (4.32). These tests are

defined in Section 4.3.1 and visualised in Fig. 4.7. The plots of relative L2 error at

Courant number 0.5 against resolution are plotted in Fig. 4.8, this figure consists of

four sub-figures, each of which correspond to one of the four different velocity fields

defined in Section 4.2.5. Each sub-figure of Fig. 4.8 contains the convergence of 10

different schemes, the order of the scheme is calculated and displayed in the figure

legend using the errors at resolution 64 and 128.

4.3.7 Results: Convergence tests at Courant number 0.5

In Fig. 4.8 we observe nearly all of the second order schemes introduced have achieved

near the theoretical second order accuracy for all test cases. The simplest uncondi-

tionally monotone scheme IM3◦fct◦ BE1 stands out as the most accurate of all the

limited methods with highest convergence. The IM◦ BBP+fct◦BE1 method em-

ploying the one-dimensional Boris and Book pre-limiter has performed consistently

worse than the other higher order methods, and in the directionally constant flow

test case has observed a drop in convergence order. Interestingly the addition of

the flux corrected transport step did not significantly decrease the accuracy of the

implicit linearised schemes, and in some cases the use of FCT actually increased the

accuracy and convergence order of the method.

4.3.8 Results: Convergence tests at Courant number 2

In Fig. 4.9 we plot the relative L2 error of the same schemes against resolution at

a maximum Courant number approximately 2. The Courant number is held near

2, by using nt = 16, 32, 64, 128 for the diagonal constant flow Eq. (4.33), and by

using nt = 48, 96, 192, 384 for the quadratic time reversing deformational test case

Eq. (4.35), the sinusoidal time reversing deformational test case Eq. (4.34), and

the solid body test case Eq. (4.32). We observe that all the flux corrected schemes

drop to first order accuracy, but still have smaller relative error than BE1. This

is intended and in line with the theoretical non-linear order barrier [48, 49]. The

drop in order was not observed for the solid body rotation case, because the flow did

not reach the high Courant number regime. The implicit linearised limiters such as

IMKoren, IM2BJ and IM2KUZ attain second order convergence beyond the radius

of monotonicity and aligns with the fact that these methods will be monotonicity

violating at these Courant numbers.
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Solid body rotation: Convergence of Relative l2 Error
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Sin deformation: Convergence of Relative l2 Error
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BE1: 0.532
IM3 BBP + fct BE1: 1.404
IMkoren: 1.728
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Quadratic deformation: Convergence of Relative l2 Error
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Constant: Convergence of Relative l2 Error
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IM3 fct BE1: 2.468
IM3: 2.255
BE1: 0.663
IM3 BBP + fct BE1: 0.790
IMkoren: 2.169
IMkoren fct BE1: 2.262
IM2BJ fct BE1: 1.932
IM2BJ: 1.732
IM2KUZ fct BE1: 1.970
IM2KUZ: 1.777

Figure 4.8: Convergence of 10 different schemes introduced in Section 4.2.5 under
4 different test cases at Courant number 0.5. All schemes (aside from BE1)achieve
near the theoretical order of accuracy for all test cases, with the notable exception
of the IM3 ◦BBP + fct ◦BE1 scheme in the constant diagonal flow test case.

4.3.9 Discussion on solvers

Numerical results were generated using one outer iteration of Picard/Newton, and

the numerical scheme is linearised in mass conserving form. The linear solver used

was ILU preconditioned GMRES to solver tolerance 10−10. The first step of Picard

and Newton methods are identical, and it is also often the most important stage, in

terms of amount of error corrected, more iterations do not mitigate SSP concerns

or drastically improve accuracy. We have observed convergence with and without

preconditioning, we have observed convergence from both multigrid solvers(Ruge

Stuben) and multigrid pre-conditioners(Ruge Stuben, smoothed aggregation) from

the PyAMG software [117]. The vast computational time was spent preconditioning,

leading to the promise of multi tracer efficiency. We have plotted the solver time

against Courant number for the variety of matrices used, and it scales better than

linear when preconditioning is used. We have plotted the solver time for higher

order interpolating polynomials and observed better than linear scaling for solver

time against spatial order, for a variety of flows and Courant numbers. The average

number of inner iterations for GMRES for CFL 0.5, 4 are two and three, we have
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Sin deformation CFL2.1: Convergence of Relative l2 Error
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IM3 BBP + fct BE1: 0.668
IMkoren: 1.690
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Quadratic deformation CFL2.1: Convergence of Relative l2 Error
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BE1: 0.569
IM3 BBP + fct BE1: 0.845
IMkoren: 2.175
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IM2BJ fct BE1: 1.210
IM2BJ: 2.496
IM2KUZ fct BE1: 0.902
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Constant CFL2.0: Convergence of Relative l2 Error
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IM3: 1.712
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IM3 BBP + fct BE1: 0.793
IMkoren: 1.741
IMkoren fct BE1: 0.746
IM2BJ fct BE1: 0.745
IM2BJ: 1.850
IM2KUZ fct BE1: 0.348
IM2KUZ: 1.768

Figure 4.9: Convergence of 10 different schemes under 4 different test cases at CFL
2, beyond the theoretical radius of monotonicity FCT methods drop the methods to
first order. (Solid body rotation being a exception because the initial condition re-
mains within a certain CFL range.) Second order is still attainable for monotonicity
violating schemes.

used one outer iteration.

4.4 Conclusions

Following the result of Higueras [118] the monotonicity/SSP property of the For-

ward Euler method under any timestep restriction, implies that the backward Eu-

ler method is monotonic for all time steps. Despite this, numerically this is a

contentious assumption for discrete higher order spatial operators when different

Krylov/multigrid solvers, and nonlinear solving strategies are employed. We have

shown that the mass preserving implicit linearisation of 1d slope limiters [47], and

mass preserving linearisations of both the multidimensional slope limiters of Kuzmin

[94] and Barth and Jespersen [42], have introduced small boundedness violations,

typically of order 10−6 even when the implicit midpoint timestepping scheme is run

below its radius of monotonicity. These observations are new, slightly disappointing,

but not all that surprising. The implicit flux correction algorithm proposed can fix

these violations by forcing a discrete maximum principle by acting on rebuilt fluxes,
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this has little impact on the error or convergence order at low Courant numbers

Fig. 4.8.

We observed the that implicit linearised slope limiters will not recover monotonicity

when the timestepping scheme used is run beyond the radius of monotonicity. The

one stage implicit flux correction method proposed in this chapter can fix these

monotonicity violations and embeds a provable discrete maximum principle. It does

so for arbitrary large Courant number but unavoidably lowers the convergence order

of the scheme in accordance with the non-linear order barrier theorem of [48, 49].

Devore [110] recommended the one-dimensional Boris and Book limiter [53] to be

used as a directional flux pre-limiter to create a truly monotone numerical method.

This method treats saddle points as directional extrema and subsequently limits

them [110]. In our tests we observe heavy clipping phenomena in each direction

resulting in the Boris and Book pre-limiter reducing the order of the method by

at least 0.5 in the convergence tests we performed. Extreme squaring behaviour

occurred along the constant diagonal flow test case and strange errors appeared

in the solid body rotation test. This is surprising as many consider prelimiting

as an essential stage in flux corrected transport and advocacy for pre-limiting is

common [110]. Interestingly, Chaplin and Colella [62] also suggest that pre-limiting

did not give good results for their flux corrected transport advection algorithm. We

have tried the more conservative unstructured mesh prelimiting [66] which does not

produce such extreme clipping, but it is not clear whether this is worth using.

The one stage flux correction of implicit midpoint third order upwind fluxes on back-

ward Euler first order upwind fluxes using the FCT transport algorithm (4.22), can

achieve second order convergence on a variety of deformational time reversing flows,

provided the CFL number is small enough. The solution remains discrete maximum

principle satisfying in the presence of large CFL numbers and discontinuous initial

conditions but lowers the order of the method at large Courant number. The solu-

tion remains bounded, consistent, discrete maximum principle satisfying and mass

preserving to machine precision due to the flux form representation.

This is an easy scheme to use and attains all required properties of the next gener-

ational dynamical core. Furthermore, both the high order and low order matrices

are linear and independent of the tracer so the same preconditioner could be reused

for the hundreds of tracers used in dynamical cores, this will likely lead to very high

multi tracer efficiency.
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Chapter 5

Conclusions

In this thesis we have contributed to the development of discrete maximum principle

satisfying advection algorithms.

We have studied the multidimensional advection equation under incompressible flow

when one-dimensional slope limiters are used in each direction on a structured mesh,

and found two new limiter regions suitable for this scheme to maintain a local

maximum principle. This numerical method has been posed as an Eulerian scheme

for transport on the sphere in [40], where it has previously been indicated [41, 40, 37]

but not proven that Spekreijse’s monotonicity theory [27] allows one-dimensional

limiters to be used in more than one dimension. We have indicated that Spekreijse’s

monotonicity theory does not directly apply because a face defined velocity may

not result in a mean value theorem applying in each direction. We have numerically

demonstrated the creation of significant 10−2 negative values for the van-Albada and

Ospre limiters. We have shown that by using the divergence free condition we can

still prove a local maximum principle, but the admissible limiter region is different.

We have shown that the Sweby region is a sufficient, quasi-necessary assumption

for symmetric limiters to maintain the local maximum principle, and have numeri-

cally tested that pushing limiters into the region of Sweby has little to no effect on:

convergence order, accuracy, or peak preservation (in spite of some theoretical pre-

dictions) whilst retaining symmetry and in some cases can increases the permissible

time-step.

We have also shown that by breaking the symmetry condition of the limiter, we can

define limiters outside the Sweby diagram in two new derived flux limiter regions and

still have a maximum principle for incompressible flow. This extended limiter region

has been used to create limiters more compressive (SuperbeeR(R,m,M)) and more

accurate (Woodfield(R,m,M)) than existing limiter functions whilst being suitable

for incompressible flow. We have also used the symmetry breaking property to

expose two frameworks of limiting, the θ = 0 framework has been used to create

the first globally differentiable limiter function (Differentiable(r)) entirely contained

within a second order accurate region that will preserve a local maximum principle

for incompressible flow.

We combined the one-dimensional limiters with the optimal three stage third order
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strong stability preserving Runge Kutta method, and demonstrated second order

accuracy for a variety of deformational and non-deformational flows when the limiter

is appropriately chosen. Similar to Hundsdorfer et al. [40] we come to the same

conclusion that the Koren limiter [41] is a robust accurate limiter function that would

be suitable for advection on the sphere. However, contrary to [40] our experiments

conclude the strong stability literature is of practical value, and contrary to [40] prove

that the state interpolated scheme is linear invariant when the flow is incompressible.

We conclude that this numerical method is locally conservative, consistent, positive

definite, (substage) discrete maximum principle satisfying, second order, and accu-

rate. However, it is not apparent how this is adaptable for more arbitrary meshes

such as some proposed for dynamical cores without additional adaption. One future

extension of this work would be to study whether one-dimensional limiters could be

modified to work on an orthogonal grid of non constant resolution; this has been

approached in [109] for symmetric slope limiters. Our numerical results indicate

that the spatial error dominate for the tests we have chosen, this indicates investi-

gating the SSP22 Runge Kutta scheme is worth investigated from a computational

cost perspective and also in light of the hidden maximum principle perspective A.2.

The new one-dimensional limiters introduced have mostly been for demonstration

purposes, further accuracy and efficiency are likely to be gained. For example,

the Woodfield(R,M, 0) limiter has a trade-off between accuracy and permissible

time-step. The determination of a computationally efficient M would be of practi-

cal importance. The differentiable(r) limiter could be made more computationally

efficient to evaluate by using piecewise polynomial functions. The framework in-

troduced has a free parameter θ, we have only studied θ equalling zero or one, the

possibility of extending the theory for θ not equalling zero or one is another possible

direction of research.

Zhang et al. [43, 44, 92] introduced a framework in which slope limiters can be used

to impose global boundedness, and has been shown effective on arbitrarily high order

methods for a variety of meshes. We have slightly extended the framework of Zhang

et al. to instead impose different local boundedness principles, and use this to design

two new local maximum principle limiters. The N(K) ∪ K-MP limiter imposes a

local face sharing maximum principle on cell mean values, and the N2(K)∪N(K)-

MP limiter imposes a local “squared” face sharing maximum principle on cell means.

We have introduced a classic second order finite volume scheme on a structured grid

and have shown that the N(K) ∪ K-MP limiter is not sufficiently accurate. We

have shown that the N2(K) ∪N(K)-MP limiter imposes the same local maximum

principle on cell mean values to the Barth and Jespersen [42] but has less severe

correction factors due to different edge defined maximum principles. The application

of the N2(K)∪N(K)-MP limiter has been shown to be more accurate than the Barth

and Jespersen limiter (and the Kuzmin/Park limiter on square meshes), however the

improvement is only marginal. The strength of the N2(K)∪N(K)-MP limiter is that

it can be used on truly higher order methods with rigorous local boundedness. To
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demonstrate this fact, we have introduced a new fourth order finite volume method,

and explained how the decomposition of the cell average can lead to application of

both the N(K)∪K-MP limiter and the N2(K)∪N(K)-MP limiter. The N(K)∪K-

MP limiter was not accurate enough, but the N2(K) ∪N(K)-MP limiter produced

accurate locally bounded results. We have compared the N2(K)∪N(K)-MP limiter

to a global boundedness limiter N s+1 ∪ N s(K) for very large s, and seen that the

local limiter does suppress unphysical oscillations, but does so at the expense of

accuracy and peak preservation.

This new local boundedness slope limiting framework could be applicable for a wide

variety of the meshes proposed in atmospheric advection and could be used on

increasingly higher order methods. This method could be adaptable to different

equations by modifying the local Riemann problems, studying the effectiveness of

this local boundedness approach would be interesting for problems with shocks. For

high order schemes on unstructured meshes the problem of efficient slope limiting

for a local boundedness principle is likely dependent on the method and mesh used.

The new theory introduced reformulates this problem into finding efficient decom-

positions of the cell average onto flux contributing quadrature points and limiting

these points based on the desired local maximum principle. It is still unsolved as to

what size and shape the desired local maximum principle should be.

The resulting higher order schemes have inherent local mass conservation, consis-

tency and constancy preservation. We have derived sufficient conditions on the

limiter function and the time-step for positivity preservation and a local maximum

principle. The method described is adaptable to a wider class of numerical methods

on more arbitrary meshes such as those proposed for dynamical core advection, but

the limiter depends on the exact method used and a decomposition of the cell mean.

We have shown that the N2(K) ∪ N(K)-mp limiter is accurate at low Courant

number.

We tested the mass preserving linearisation of Yee Warming and Harten [47], for

traditional one-dimensional slope limiters as well as both the multidimensional lim-

iters of Barth and Jespersen and Kuzmin [42, 94] when using the implicit midpoint

rule in time. At low Courant numbers all these were monotone to the eye and shape

preserving, however small negative values ≈ 10−6 were obtained in all cases, and

attributed to the mass preserving linearisation technique. At small Courant num-

bers (less than 0.5) the implicit flux corrected transport procedure proposed fixed

all the small ≈ 10−6 monotonicity violations and attained second order accuracy

and local boundedness. We saw large monotonicity failures when the high order im-

plicit scheme was run at Courant numbers beyond the radius of monotonicity. The

implicit flux corrected transport procedure fixed the larger monotonicity violations,

but degraded the solution accuracy and convergence order at these larger Courant

numbers.

We found that the one-dimensional flux prelimiting procedures [110] often employed

in flux corrected transport had a serious negative consequence on the accuracy,
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even at small Courant number. We also found that using implicit flux correction

to correct the implicit midpoint scheme with linear third order upwind in space

on the backward Euler first order upwind scheme. Was more accurate than flux

correcting the implicit linearised slope limiters whilst being simpler and cheaper.

The FCT algorithm also imposes the original maximum principle in light of its one

stage methodology Appendix A.2, and uses the local velocity in the determination

of the limiting allowing improved accuracy.

The IM3◦fct◦BE1 one step scheme could be recommended as a numerical algorithm

that achieves all the requirements of a dynamical core advection algorithm. It is

unconditional stable, is inherently mass preserving, consistent, positivity preserving,

unconditionally local maximum principle satisfying, adaptable to a variety of meshes

proposed for dynamical cores, and can achieve second order accuracy at low Courant

number. It reduces to first order accuracy at large Courant numbers and near

extrema by design. The FCT algorithm in general showed remarkable flexibility,

and could be used to achieve unconditional stability and monotonicity for different

higher order models.
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Appendix A

Appendix

A.1 On the order of tvd schemes

Wesseling and Zijlema [37] despite proposing the scheme Eq. (2.12) as a finite volume

method, also use the more convenient finite difference truncation analysis to show

no conflict with second order accuracy at extrema. However, their theorem 3.1 and

proof of theorem 3.1 has some technical inaccuracies, and it is recommended that

the method of analysis in [36] be followed instead. Hua-mo does truncation error

analysis for the θ = 1 case [36], we present some of those arguments here for the

θ = 0 case.

The semi-discrete finite difference local truncation error τ of the spatial derivative

ux at position xi is defined as

τi :=
u(xi)− u(xi−1)

∆x
+
ψ(Ru(xi+1, xi, xi−1))(u(xi)− u(xi−1))

2∆x

− ψ(Ru(xi, xi−1, xi−2))(u(xi−1)− u(xi−2))

2∆x
− u′(xi)

(A.1)

where Ru(a, b, c) := u(a)−u(b)
u(b)−u(c)

and the prime notation u′(xi) denotes the spatial deriva-

tive ux at xi. As in [36] we wish to write this local truncation error at xi as a function

of an arbitrary point arbitrary point xξ = xi + ξ∆x, to determine the order of ac-

curacy within a distance of a critical point.

By first Taylor expanding u(xi−1) about xi to remove ux(xi), then re-expanding

again about the arbitrary point xξ = xi + ξ∆x as in [36]. We can deduce the first

order upwind scheme has the following expression of local truncation error

u(xi)− u(xi−1)

∆x
− u′(xi) = −∆x

u′′(xi)

2!
+ ∆x2u

′′′(xi)

3!
... (A.2)

= −∆x

2!
[u′′(xξ)− ξ∆xu′′′(xξ) +

ξ2∆x2u′′′′(xξ)

2!
] (A.3)

+
∆x2

3!
[u′′′(xξ)− ξ∆xu′′′′(xξ)...]... (A.4)

= −∆x

2!
u′′(xξ) + (3ξ + 1)

∆x2u′′′(xξ)

3!
+O(∆x3). (A.5)
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Now for the higher order flux limited correction in Eq. (A.1) we use the following

Taylor expansions about xξ

ui+1 − ui = ∆xu′(xξ)− (ξ − 1/2)∆x2u′′(xξ)−
(ξ − 1)3 − ξ3

3!
∆x3u′′′(xξ)− ...

(A.6)

ui − ui−1 = ∆xu′(xξ)− (ξ + 1/2)∆x2u′′(xξ)−
(ξ)3 − (ξ + 1)3

3!
∆x3u′′′(xξ)− ...

(A.7)

ui−1 − ui−2 = ∆xu′(xξ)− (ξ + 3/2)∆x2u′′(xξ)−
(ξ + 1)3 − (ξ + 2)3

3!
∆x3u′′′(xξ)− ...

(A.8)

where we have introduced the notation u′(xξ) to be a short hand notation for ux(xξ).

This allows us to write down an expression for the local truncation error in terms

of xξ

τi := −∆x

2!
u′′(xξ) + (3ξ + 1)

∆x2u′′′(xξ)

3!

+
1

2
ψ(Ri)[u

′(xξ)− (ξ + 1/2)∆xu′′(xξ)−
(ξ − 1)3 − ξ3

3!
∆x2u′′′(xξ)]

− 1

2
ψ(Ri−1)[u′(xξ)− (ξ + 3/2)∆xu′′(xξ)−

(ξ + 1)3 − (ξ + 2)3

3!
∆x2u′′′(xξ)] +O(∆x3).

(A.9)

We collect terms of the appropriate order to define the truncation error as

τi :=
1

2
[ψ(Ri)− ψ(Ri−1)]u′(xξ)

+ [−1− ψ(Ri)(ξ + 1/2) + ψ(Ri−1)(ξ + 3/2)]
∆x

2!
u′′(xξ)

+

[
(3ξ + 1)− 1

2
ψ(Ri)[(ξ − 1)3 − ξ3] +

1

2
ψ(Ri−1)[(ξ + 1)3 − (ξ + 2)3]

]
∆x2u′′′(xξ)

3!
,

(A.10)

here the gradient R is also Taylor expanded about the arbitrary point xξ,

Ri =
u′(xξ)− (ξ − 1/2)∆xu′′(xξ)− (ξ−1)3−ξ3

3!
∆x2u′′′(xξ)− ...

u′(xξ)− (ξ + 1/2)∆xu′′(xξ)− (ξ)3−(ξ+1)3

3!
∆x2u′′′(xξ)− ...

(A.11)

Ri−1 =
u′(xξ)− (ξ + 1/2)∆xu′′(xξ)− (ξ)3−(ξ+1)3

3!
∆x2u′′′(xξ)− ...

u′(xξ)− (ξ + 3/2)∆xu′′(xξ)− (ξ+1)3−(ξ+2)3

3!
∆x2u′′′(xξ)− ...

. (A.12)

This allows us to state the requirements of the scheme to be first second and third

order.

Definition A.1.1 (First order requirement near xξ). First order accuracy requires

[ψ(Ri)

2
− ψ(Ri−1)

2

]
ux(xξ) = O(∆x). (A.13)
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Definition A.1.2 (Second order requirement near xξ). Second order accuracy re-

quires

[ψ(Ri)

2
− ψ(Ri−1)

2

]
ux(xξ)

+
[
− 1− (ξ +

1

2
)ψ(Ri) + (ξ +

3

2
)ψ(Ri−1)

]∆xuxx(xξ)
2!

= O(∆x2).

(A.14)

Definition A.1.3 (Third order order requirement near xξ). Third order accuracy

requires

[ψ(Ri)

2
− ψ(Ri−1)

2

]
ux(xξ)[

− 1− (ξ +
1

2
)ψ(Ri) + (ξ +

3

2
)ψ(Ri−1)

]∆xuxx(xξ)
2![

(3ξ + 1)− ψ(Ri)

2
[(ξ)3 − (ξ + 1)3] + [(ξ + 1)3 − (ξ + 2)3]

ψ(Ri−1)

2

]∆x2(uxxx)(xξ)

3!
= O(∆x3).

(A.15)

There are now three cases to consider. We want to know the error at a critical

point xi(maxima/minima), at a non critical point xi, and the error at xi within the

vicinity of a critical point xξ.

Case A.1.1. Case 1: We are at a critical point in position i, so that

ξ = 0 (A.16)

ux(xξ) = ux(xi) = 0 (A.17)

Ri = −1− 2∆x

3

uxxx(xi)

uxx(xi)
+O(∆x2) (A.18)

Ri−1 =
1

3
+

2∆x

3

uxxx(xi)

uxx(xi)
+O(∆x2) (A.19)

where uxx(xi) 6= 0.

Case A.1.2. Case 2: We are at a non critical point i, so that

ξ = 0 (A.20)

ux(xξ) = ux(xi) 6= 0 (A.21)

Ri = 1 + ∆xu′′(xi)/u
′(xi) +O(∆x3) (A.22)

Ri−1 = 1 + ∆xu′′(xi)/u
′(xi) + ∆x2(4/3uxxxxi − 3uxx(xi)

2) +O(∆x3) (A.23)

Case A.1.3. Case 3: We are at xi in the vicinity of a critical point at xξ

ξ 6= 0 (A.24)

ux(xξ) = 0 (A.25)

Ri =
(ξ − 1/2)

(ξ + 1/2)
+O(∆x) (A.26)
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Ri−1 =
(ξ + 1/2)

(ξ + 3/2)
+O(∆x) (A.27)

We satisfy first order accuracy requirements in case 1 and case 3 trivially because

ux(xξ) = 0. In case 2 at a non-critical xi the first order requirement is

ψ(1 + ∆xu′′(xi)/u
′(xi) +O(∆x3))− ψ(1 + ∆xu′′(xi)/u

′(xi) +O(∆x2)) = O(∆x).

(A.28)

A sufficient and necessary condition for this to be satisfied is Lipshitz continuity of

the limiter function.

When is the scheme 2nd order? We first note that all inflection points will be second

order because ux(xi), uxx(xi) = 0.

In case 1 at critical, non inflection points we have second order accuracy when

−1− 1/2ψ(−1− a∆x+O(∆x2)) + 3/2ψ(1/3 + a∆x+O(x2)) = O(∆x), (A.29)

where a = 2
3
uxxx(xi)
uxx(xi)

. If one first assumes

1− 3/2ψ(1/3) + 1/2ψ(−1) = 0 (A.30)

and then adds this to Eq. (A.29). One can deduce that Lipschitz continuity and

1−3/2ψ(1/3)+1/2ψ(−1) = 0 are sufficient and necessary for second order, without

the requirement of differentiability.

In case 2 at a non critical, non inflection point we have second order accuracy when

both the conditions

ψ(1 + a∆x+O(∆x3))− ψ(1 + a∆x+O(∆x2) = O(∆x2) (A.31)

−1− 1/2ψ(1 + a∆x+O(∆x3)) + 3/2ψ(1 + a∆x+ b∆x2) = O(∆x) (A.32)

are satisfied for a = u′′(xi)/u
′(xi). A sufficient and necessary condition for the first

condition to hold is Lipschitz continuity. If this assumption is used on the second

condition we can rewrite the second condition as

−1 + ψ(1 + a∆x+O(∆x2) = O(∆x) (A.33)

Which is satisfied for differentiable ψ satisfying ψ(1) = 1. If one assumes ψ(1) = 1

and instead adds 1 − ψ(1) = 0 to the above expression Eq. (A.33) one can see

that Lipschitz continuity and ψ(1) = 1 are sufficient and necessary, without the

requirement of differentiability. We now consider second order accuracy in case 3,

within a neighbourhood of a critical point which requires

−
[
1− (ξ +

1

2
)ψ(Ri)− (ξ +

3

2
)ψ(Ri−1)

]uxx(xξ)
2!

= O(∆x). (A.34)
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Leading to the condition

[
1 + (

1

2
+ ξ)ψ(

ξ − 1/2

ξ + 1/2
+O(∆x))− (ξ +

3

2
)ψ(

ξ + 1/2

ξ + 3/2
+O(∆x))

]
= O(∆x),

(A.35)

assuming differentiability of the limiter then a sufficient condition for the above to

hold is the following condition

1 + (ξ +
1

2
)ψ(

ξ − 1/2

ξ + 1/2
)− (ξ +

3

2
)ψ(

ξ + 1/2

ξ + 3/2
) = 0 (A.36)

If the above property Eq. (A.36) is assumed and it is subtracted from Eq. (A.35),

the differentiability is relaxed to the Lipschitz continuity and proven both necessary

and sufficient.

The second order in the neighbourhood of an extrema condition Eq. (A.36) is satis-

fied for any second order linear scheme ψ(R) = aR+ b when 1− a− b = 0. But the

only solution that satisfies ψ(0) = 0 is given by ψ(R) = R which is not within mono-

tonicity constraints for large gradients [36]. This Eq. (A.36) condition reduces to

the second order ψ(1) = 1 non-extrema condition in the limit ξ → ±∞ sufficiently

away from extrema. The Eq. (A.36) condition reduces to the previously derived

second order at extrema condition 2 = 3ψ(1/3)− ψ(−1) in the limit ξ → 0.

A.2 Hidden maximum principles from internal strong

stability

When one requires that the substages satisfy a discrete maximum principle, and

limits at every stage in the Shu Osher representation, one implies substage maximum

principles. For example our SSP33 scheme satisfies the (hidden) maximum principles

k1 ∈ [min{uni+1, u
n
i−1, u

n, unj+1, u
n
j−1},max{uni+1, u

n
i−1, u

n, unj+1, u
n
j−1}], (A.37)

k2 ∈ [min{k1
i+1, k

1
i−1, k

1, k1
j+1, k

1
j−1},max{k1

i+1, k
1
i−1, k

1, k1
j+1, k

1
j−1}], (A.38)

un+1 ∈ [min{k2
i+1, k

2
i−1, k

2, k2
j+1, k

2
j−1},max{k2

i+1, k
2
i−1, k

2, k2
j+1, k

2
j−1}], (A.39)

instead of the original maximum principle

un+1
i,j ∈ [min{uni+1, u

n
i−1, u

n, unj+1, u
n
j−1},max{uni+1, u

n
i−1, u

n, unj+1, u
n
j−1}]. (A.40)

This implies a strictly weaker maximum principle,

un+1
i,j ∈ [ min

∀k,l∈{−3,−2,−1,0,1,2,3}
ui+k,j+l, max

∀k,l∈{−3,−2,−1,0,1,2,3}
ui+k,j+l]. (A.41)

but enforces positivity and local boundedness of the substages. Which could be

essential if the substages are used in other parts of the dynamical core.
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A.3 Improved speed implicit midpoint fluxes

1. Construct and solve the linearised slope limiter system

u
n+1/2
K = unK −

∆t

2

∑
L∈N(K)

f
n+1/2,n,h
K,L , (A.42)

for u
n+1/2
K . Where the numerical flux above is linearised at the old time step

in mass conserving form as follows

f
n+1/2,n,h
K,L = γ

n+1/2
K,L [u

h,n+1/2
K + 1/4φ(rnK)(u

h,n+1/2
L − uh,n+1/2

J )], (A.43)

− γn+1/2
L,K [u

h,n+1/2
L + 1/4φ(rnK)(u

h,n+1/2
K − uh,n+1/2

M )]. (A.44)

and put into the matrix left hand side.

2. Using the newly computed substage u
n+1/2
K as well as rnK and γ

n+1/2
K,L we explic-

itly rebuild the previously defined fluxes f
n+1/2,n,h
K,L .

3. We reconstruct the the one stage transportative second order numerical flux,

F high
KL = ∆t(f

n+1/2,n,h
K,L ). (A.45)

Although this formulation is not based on the extended Shu-Osher representation,

the difference in accuracy and monotonicity has been barely discernable and has

fewer flux calculations making the scheme cheaper with reduced complexity.

A.4 Vertex inclusion

The theory in chapter three can be extended to include schemes with corner defined

flux contributing quadrature points, but one has to account for the number of fluxes

a corner contributing quadrature point could be contributing to. The theorem is the

same as before, but with corners contributing to many different fluxes and unless a

better weighted decomposition of the cell average can be found this will likely need

a smaller Courant number restriction. We sketch some details below.

Theorem A.4.1 (Monotone DG and FV schemes with vertex inclusion ). The cell

mean value at the next timestep ūn+1
K is described by cell mean evolution

ūn+1
K = ūnK −∆t

1

|K|
∑

L∈N(K)

|σKL|
∑
q∈σKL

wσKLq F (pK(xq), pL(xq),v · nKL), (A.46)

and can be expressed as a monotone function of quadrature point evaluations. If

all quadrature point evaluations arising from the cell mean decomposition and the

quadrature point evaluations are also all positive pK(xq) ≥ 0 ∀q ∈ K ∀K, and all

the strict interior face defined Riemann problems Courant number restrictions are
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satisfied:

∆t
wσq |σKL|
wKq |K|

∂F

∂pK
≤ 1, ∀q ∈ σKL, ∀L ∈ N(K), ∀K ∈Mh (A.47)

and the vertex defined quadrature Courant numbers hold, supposing the vertex only

has 3 neighbouring cells K,L,M , then this will look like the following:

∆t
wσKMq |σKM |
wKq |K|

∂F

∂pK
,∆t

wσKLq |σKL|
wKq |K|

∂F

∂pK
≤ 1/2, (A.48)

then the scheme is positivity preserving ūn+1
K ≥ 0 irregardless of the compressibility

of the vector field. If the vector field satisfies the following discrete divergence free

condition,

1

|K|
∑

L∈N(K)

|σKL|
∑
q∈σKL

wσKLq (v · nKL) = 0, (A.49)

as well as local boundedness of quadrature point evaluations,

pK(xq) ∈ [mK ,MK ], ∀xq ∈ Kint (A.50)

pK(xq), pL(xq) ∈ [mK ,MK ], ∀xq ∈ σKL, ∀L ∈ N(K) (A.51)

∆t
wσq |σKL|
wKq

∂F

∂pK
≤ 1, ∀q ∈ σKL, ∀L ∈ N(K) (A.52)

then the next time level will satisfy a ūn+1
K ∈ [mK ,MK ] local boundedness principle.

A.4.1 New local boundedness slope limiter

We will use the theoretical results established in Theorem 3.2.1, to create a local

maximum principle limiter capable of preserving

min
L∈N2(K)∩N(K)

ūnL ≤ ūn+1
K ≤ max

L∈N2(K)∩N(K)
ūnL. (A.53)

Description of new Multidimensional slope limiters. The internal quadrature points

must satisfy the regular local maximum principle, and each edge has its own larger

stencil maximum principle.

1. Per face σKL, we compute and associate the local face defined maximum prin-

ciple bounds

mσKL ,MσKL = min
M∈N(L)∩N(K)

ūnM , max
M∈N(L)∩N(K)

ūnM (A.54)

this is associated to each xq ∈ σKL not on a vertex.
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2. Per cell K we associate the traditional maximum principle

mKint ,MKint = min
L∈N(K)∩K

ūnL, max
L∈N(K)∩K

ūnL, (A.55)

to each internal quadrature point associated with the cell mean decomposition

formula.

3. Per vertex of K, belonging to σKL, σKM we compute the local vertex maximum

principle bounds

mvKLM ,MvKLM = min
i∈N(L)∩N(K)∩N(M)

ūni , max
i∈N(L)∩N(K)∩N(M)

ūni (A.56)

4. We then per cell compute all the Barth and Jespersen quadrature corrections

factors using [42], αq to ensure p̃K(x) = α(pK(x) − ūK) + ūK , satisfies the

conditions in Theorem A.4.1.

p̃K(xq) ∈ [mKint ,MKint ]∀q ∈ Kint (A.57)

p̃K(xq) ∈ [mσKL ,MσKL ]∀q ∈ σKL∀L ∈ N(K) (A.58)

p̃K(xq) ∈ [mvKLM ,MvKLM ]∀q ∈ V (K) (A.59)

(A.60)

then choose the smallest value,

α = min
∀q∈K∩L

αq (A.61)
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