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Abstract

Since the beginning of the internet age, the number of internet users has been rapidly in-

creasing. Accordingly, the number of network attacks and their associated complexity is

likewise rising. This increase in network attacks has triggered an alarm for governments

and organisations, which have begun to invest millions in cybersecurity to mitigate the risk

of cyberattacks. One effective, practical tool to defend against cyberattacks is the Intru-

sion Detection System (IDS) [1]. IDSs have been brought to the attention of researchers,

who have begun incorporating Machine Learning (ML) methods into these systems. For

this purpose, different IDSs using supervised and unsupervised ML methods have been

proposed.

An IDS based on supervised learning methods can detect known network attacks that the

system has previously encountered and been trained on. However, they often fail to detect

network attacks that are unfamiliar to the supervised model. Unsupervised learning meth-

ods can overcome this limitation and detect new, unfamiliar attack types that the system has

never encountered. Nevertheless, unsupervised learning methods can produce many false

positives [2], low precision and recall results.

For this thesis, four research aims were developed and investigated. The first regards the

possibility of developing a network IDS that offers high detection performance. The second

aim considers the ability of the developed system to detect new network attacks introduced

to the system. The third aim investigates the possibility of improving the overall results

by implementing supervised ML models in the system. The fourth aim focuses on the

feasibility of including explainable methods to help domain experts assess the threat level

and understand the model’s decisions.

To achieve these goals, this thesis presents a novel Network Intrusion Detection System

framework that utilises the power of both unsupervised and supervised learning methods

for network intrusion detection. The proposed framework consists of three components.

The first component is a novel heterogeneous unsupervised bagging ensemble, called the

Unknown Network Attack Detector (UNAD). A set of anomaly detection algorithms were
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evaluated for their potential utility as base learners for UNAD. Among these algorithms,

the Local Outlier Factor (LOF) and Isolation Forest (iForest) algorithms were selected as

UNAD’s base learners, as they produced the best results. Further, the weighted majority

voting method is used as a results combiner for UNAD’s base learners.

The second component of this framework is the supervised algorithm, trained on UNAD’s

detected benign/no-rmal and attack flows, that improves the overall detection results. The

Random Forest (RF) classifier was selected for this component because it produced the

strongest results, as measured empirically. The third component in this framework is

the explainable component, which explains the decision made by the model in a human-

understandable way. Two types of explainability are implemented and illustrated in this

thesis: local and global. For local explainability, Local Interpretable Model-agnostic Ex-

planations (LIME) [3] was used, and for global explainability, the surrogate method based

on the Decision Tree (DT) was used.

The framework proposed in this thesis was evaluated using two publicly available datasets:

CICIDS2017 [4] and NSL-KDD [5]. Empirical results revealed that UNAD—the first com-

ponent—can detect completely new attack types with high detection rates for most attack

types, and the RF classifier—the second component—can boost the detection rate for most

attack types. The overall F1-scores for the CICIDS2017 and the NSL-KDD datasets were

98.31% and 98.25%, respectively. These experimental results showed that the explainable

methods used in the system—the third component—can help domain experts assess threat

levels and understand how the model made its decisions.
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Chapter 1

Introduction

1.1 Background

The internet and its services have become an essential part of daily life, with billions of

online users every month using mobile, desktops, tablets and Internet of Things (IoT) de-

vices. According to Statista—the Statistics portal website—nearly 4.66 billion people were

active on the internet as of January 2021 (Figure 1.1) [10].

Furthermore, the COVID-19 pandemic pushed more activity on to the internet, with many

people shifting to remote work, creating new challenges for the public and private sectors

[11]. This rapid increase in the number of internet users attracted hackers, hacktivists (a

person or a group of people who hack into a computer or misuse a network for a social or

politically motivated cause) and organisations with political agendas to develop sophisti-

cated new types of network attacks aimed at leaking sensitive government data, exploiting

victims’ data to steal bank account details, using ransomware to extort money from vic-

tims, etc., all in spite of strict cybercrime legislation in most of the countries. These attacks

are difficult to distinguish from benign/normal flow. As a result, cybersecurity has become

integral to a country’s national security, and businesses and governments are investing in

cybersecurity to protect against these attacks. For instance, in the UK government’s 2021

autumn budget and spending review report, there are plans to invest £2.6 billion in cyber
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Figure 1.1: Global Digital Population as of January 2021

and legacy IT systems for the next three years (2022–2025) to improve the government’s

cybersecurity [12].

In general, network attacks have an enormous impact on an economy, and their annual cost

keeps increasing; different sectors (e.g., government, health and education) are targeted

with different types of attacks. According to Cybersecurity Ventures—the world’s lead-

ing cybersecurity researcher and publisher—cybercrimes are expected to cost $10.5 (£7.9)

trillion annually by 2025 [13].

Network attacks on businesses can be catastrophic, as they can affect reputation and cause

financial losses [14]. For instance, Ticketmaster, the American ticket sales and distribution,

was fined £1.25m over a payment data breach because the payment information for mil-

lions of European customers had been stolen due to a vulnerability in a third-party chatbot

installed on Ticketmaster’s online payments portal that allowed the hacker to gain access

[15].
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Similarly, Flightradar24, the popular real-time flight-tracking website, was struck by three

cyberattacks on two consecutive days in September 2020 [16]. India’s national airline,

Air India, was hit by a cyberattack on its data servers in February 2021; customer details,

including passport, ticket information and credit card data, were disclosed for around 4.5

million customers [17]. A cyberattack hit Sunderland University in the UK in October

2021. This major attack left the university’s telephone, website and IT services offline

and inaccessible for several days [18]. In 2021, attackers targeted multiple UK Voice-

over-Internet Protocol service providers with DDoS attacks to render their servers down

and inaccessible [19]. A more recent cyberattack focused on the Colonial Pipeline, the

largest fuel pipeline in the US, forcing its operators to shut it down. This incident caused

distribution problems that led to consumer panic-buying and an increase in fuel prices

[20].

1.2 Research Motivation

With the increased number and complexity of the newly created network attacks, it became

challenging to detect them. One tool that can be used to defend against network attacks is

an Intrusion Detection System (IDS) which monitors and analyses the incoming network

traffic [1].

Currently, there is considerable research interest in developing an IDS using ML algo-

rithms. Many of the proposed systems are based on supervised learning methods [21];

however, these are effective only in detecting previously known attacks, as a supervised

models must be trained on an attack beforehand. This research explores the use of unsu-

pervised algorithms to address this limitation on the utility of IDSs.

Unsupervised intrusion detection aims to detect network attacks by being trained on an

unlabeled dataset, thus assuming no previous knowledge about an attack. However, because

unsupervised intrusion detection generally incurs many false positives [2], low precision

and recall results, there is a need for more investigation of these methods. Supervised

learning methods, as previously pointed out, effectively detect previously known attacks;
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therefore, incorporating this capability into the proposed system may improve the overall

results.

Using these ML models in the system will lead to effective detection of network attacks,

but the reasoning behind the predictions of these models will not be transparent. This

disadvantage will prevent domain experts from verifying, interpreting, and understanding

the system’s logic [22]. Therefore, in order for domain experts to rely on such systems,

it is critical to overcome the transparency limitation of the black-box ML model [23] by

incorporating ML explainability into the system.

Accordingly, this research first evaluates the performance of several unsupervised algo-

rithms with respect to precision, recall, and F1-score and their limitations. Then, it exam-

ines ensemble methods as a possible way to mitigate the limitations of existing anomaly

detection methods and derive a new, more accurate, reliable technique to work as the sys-

tem’s first line of defence, while deploying a supervised model to serve as the second line.

This supervised model will be trained on the detected attacks from the unsupervised en-

semble, so as more attacks are encountered, the system learns them. Finally, this research

explores ML explainability methods to help domain experts assess threat levels by provid-

ing them with interpretations of the model’s decision.

1.3 Problem Statement

The research problem statement can be summarised as follows:

1. An increase in network sizes, speeds and complexity is causing significant challenges

in detecting network attacks. Therefore, a model capable of handling these changes

is needed.

2. Most IDSs are supervised, meaning they have been trained on attacks previously;

unsupervised IDSs usually exhibit poor detection performance, putting more pressure

on the domain expert/system administrator to fine-tune the system.

3. Current unsupervised IDSs do not provide insights into network attack detections.
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An explanation of the detected attack would help domain experts assess the threat.

1.4 Research Questions

Based on the research problem statement, this thesis covers the following research ques-

tions:

1. Is it possible to develop an unsupervised Network Intrusion Detection System that

can exhibit a high detection performance in terms of precision, recall and F1-score

while maintaining good performance over time with the current complexity in net-

work attacks?

2. To what extent can the developed unsupervised Network Intrusion Detection System

accurately detect attacks that have not been encountered before?

3. Is it possible to improve the system’s detection accuracy after the initial discovery of

a new type of attack using supervised methods?

4. Can a mechanism within the IDS that explains attack detections help a domain expert

to assess the threat level and understand how the model’s decisions are made?

1.5 Research Aims and Objectives

The research aims to develop a novel ML system to successfully detect unknown network

attacks or attacks that have never been previously introduced to the system while maintain-

ing a low false positive rate. To achieve this aim, the following set of objectives have been

identified:

• Objective 1: Review and evaluate the current state-of-the-art literature on unsuper-

vised, supervised and ML explainability in the intrusion detection domain to under-

stand the challenges and limitations.

• Objective 2: Empirically investigate several unsupervised algorithms to identify

their capabilities and limitations to design and develop an unsupervised ensemble
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for detecting unknown network attacks.

• Objective 3: Examine different supervised classifiers to extend the developed unsu-

pervised ensemble by adding a supervised component as a second stage to improve

the overall detection performance of the system.

• Objective 4: Investigate ML explainability techniques and use them as the final stage

of the model to explain the decision made by the system in a way that is understand-

able to the domain expert.

• Objective 5: Evaluate and discuss the final model performance and determine the

model’s effectiveness in detecting and minimising the damage of network attacks.

1.6 Research Methodology

To answer the research questions, the research will examine different unsupervised anomaly

detection methods that will be evaluated on intrusion detection datasets, which will be as-

sessed with respect to precision, recall and F1-score. Then, based on preliminary results,

the models that are effective in dealing with high network flows with high performance will

be implemented into an ensemble model as base learners, and an ensemble model consist-

ing of the selected models will be developed and evaluated on the same dataset. For this,

the following hypothesis is proposed:

• Hypothesis 1: “Anomaly detection methods can be adapted to detect new and pre-

viously unknown network attacks as new attacks are expected to be an anomaly to

the normal network flow pattern. Moreover, the detection performance can be im-

proved by constructing an ensemble-based model consisting of anomaly detection

techniques.”

Next, the study will investigate and assess the capability of supervised models to detect

attacks that the system has encountered before, to serve as a ‘second line of defence’, thus

improving the system over time. Hence, the following hypothesis is proposed:

• Hypothesis 2: “Having a supervised model will assist in detecting attacks that have
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been encountered before, since these attacks become known to the system, thus im-

proving the overall detection results.”

Finally, model explainability methods will be applied to help domain experts understand the

black-box ML model behaviour and its decision locally (in terms of any single prediction)

and globally (in terms of the whole model). Consequently, the following hypothesis is

proposed:

• Hypothesis 3: “It is possible to obtain some explanation from the developed model

to support domain experts in evaluating the level of threats and understanding the

decisions made by the model.”

1.7 Contribution

Using ML is crucial to defend against cybercrime. This thesis empirically investigates,

tests and evaluates supervised and unsupervised ML models in terms of their performance

and explainability to help the fight against network attacks. Accordingly, this thesis makes

the following contributions:

1. The main contribution of this thesis is a novel Network Intrusion Detection System

framework, evaluated on both older (NSL-KDD) and newer (CICIDS2017) intrusion

detection datasets, for detecting a wide type of network attacks.

2. Analysis of the performance of different commonly used anomaly detection algo-

rithms such as Local Outlier Factor, Isolation Forest, One-Class SVM and Elliptic

Envelope for their suitability in detecting unknown (zero-day) network attacks.

3. A novel heterogeneous unsupervised bagging ensemble which acts as the first com-

ponent of the framework called Unknown Network Attack Detector (UNAD), capa-

ble of detecting new previously unseen and unknown network attack types. UNAD

comprises two well-known anomaly detection algorithms, the Local Outlier Factor

and Isolation Forest, which are used as UNAD’s base learners. Further, UNAD uses

the weighted majority voting as a results combiner method for its base learners.
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4. Analysis of the performance of different supervised algorithms, namely Random For-

est, KNN, Naive Bayes and AdaBoost, as a second component in the framework to

improve the detection performance of the network attacks. The empirical results

showed that Random Forest outperformed the other three algorithms in boosting the

detection of the attacks.

5. A utilisation of explainable Machine Learning as a third component of the framework

which includes:

(a) An adaptation of LIME as a local explainable method which aims to provide

domain experts with explanations for any data instances, thus helping to under-

stand the prediction made by the ML model for any data instance in the dataset.

(b) An adaptation of the surrogate method as an explainable global method to pro-

vide a comprehensive explanation of the model and, within this global explain-

able method, a rule extractor is developed, which extracts the rules of the ex-

plainable model and generates a CSV report for domain experts in a readable

and understandable way.

1.8 Publication

Part of Chapter 3 and Chapter 4 of this thesis appears in the following publication:

1. Alzubi, Saif 1, Stahl, Frederic 2 and Gaber, Mohamed Medhat 3. ‘Towards intru-

sion detection of previously unknown network attacks’ In 35th ECMS INTERNA-

TIONAL CONFERENCE ON MODELLING AND SIMULATION, pp. 35-41 ,

2021 [24].

1Lead author: Conducted the experiments and wrote the manuscript.
2Revised and edited the manuscript.
3Paper final revision.
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1.9 Thesis Experimental Data and Code

Thesis experimental data and research code are available at https://github.com/salzoubi/

PhD experiments

1.10 Thesis Structure

The remainder of this thesis is structured as follows:

Chapter 2: This chapter discusses using ML in the intrusion detection field. First, it pro-

vides an overview of the IDSs types and methods. Then, it reviews anomaly detection tech-

niques and describes some of the supervised and unsupervised learning algorithms used for

classification in anomaly detection tasks. Next, it presents the measures used to evaluate

IDS models’ performance which will help assess the thesis’s experimental results. Then, it

explains the ensemble techniques and the methods used to combine the ensemble results.

In addition, this chapter discusses model explainability in ML in general and presents stan-

dard preprocessing methods. Finally, this chapter discusses work related to unsupervised

intrusion detection.

Chapter 3: This chapter describes the research methodology workflow and the system’s

three components. Further, it describes the experimental setup, the datasets used in the ex-

periments and the preprocessing workflow for each dataset. Then, it evaluates the selected

anomaly detection algorithms and presents a discussion of the preliminary experiments’

results. Finally, the initial experiment summary appears at the end of this chapter.

Chapter 4: This chapter answers RQ1 and RQ2 of this thesis. First, it describes the

proposed unsupervised ensemble learner UNAD’s architecture and workflow, which acts

as the first component of the system. Next, it compares UNAD’s results with its stand-

alone algorithms. It also provides an experimental evaluation of the UNAD ensemble using

two results combiner methods, Majority Voting and Weighted Majority Voting. Then, this

chapter compares and summarises the results of these two methods. Finally, it highlights

the best methods to adopt for UNAD as a results combiner based on the given results.
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Chapter 5: This chapter answers RQ3 and RQ4 of this thesis by presenting the second and

third components of the system. First, it describes the supervised component’s workflow in

detail, which acts as the second component of the system. Next, it introduces the proposed

classifiers used for the second component and compares and summarises their results. It

also provides a further investigation of the second component’s selected classifier. This

chapter highlights the importance of explainability in ML—the third component of the sys-

tem—and the benefits of incorporating it. Finally, it explains the two types of explainability

considered in this thesis and provides examples for each type.

Chapter 6: This chapter presents the overall boosted results after implementing the sec-

ond component and combining its results with UNAD. It begins by revisiting UNAD and

the second component classifier results and then comparing them with the overall com-

bined results. A further investigation of the detection rate for benign/normal and all attack

types after combining the second component classifier results with UNAD results is also

discussed.

Chapter 7: This chapter provides a summary and conclusion of the project. It also presents

the investigated research questions and hypotheses and their outcomes. Finally, it discusses

the limitations and the future direction of this thesis.
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Chapter 2

Background and Literature Review

This chapter presents a comprehensive overview of the use of ML in the intrusion detec-

tion domain. It begins by explaining the taxonomy of IDS in general and presents anomaly

detection methods and techniques. It also describes some supervised and unsupervised

learning algorithms used for classification in the anomaly detection field. Furthermore, it

reviews the standard measures used to assess ML models’ performance within the intru-

sion detection domain to evaluate the research experimental results. Hence, they will help

answer the research questions and address research hypotheses.

Additionally, it discusses ensemble techniques and their combination methods, which will

be the starting point in building the unsupervised ensemble model. It also provides an

overview of model explainability in ML. Furthermore, a section on dataset preprocessing

methods for ML models is also included in this chapter. Finally, this chapter provides a

critical analysis of some related works relevant to unsupervised intrusion detection and

highlights some of their limitations.
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2.1 Intrusion Detection System

Intrusion is defined as ‘An unauthorised penetration of your enterprise’s network, or an

individual machine address in your assigned domain’ [25]. It is believed that many unre-

ported or unnoticed intrusion cases may exist, as systems can never be completely secured

[26]. Furthermore, these intrusions can originate from someone either inside or outside the

network system seeking to gain unauthorised access [27]. Hence, networks must be con-

stantly monitored to avoid intrusions, which can be achieved by implementing Intrusion

Detection Systems [26, 27].

Anderson introduced the IDS concept in the 1980s [28]. Intrusion detection is a cyberse-

curity mechanism that aims to detect abnormal behaviour (i.e., attacks) in the host and/or

network environments, requiring a quick response to stop the behaviour once detected [29].

IDSs is categorised by the type (deployment method) and the detection method used. Fig-

ure 2.1 shows the IDSs categories.

Figure 2.1: Intrusion Detection System Categories
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2.1.1 Types of Intrusion Detection System

IDSs can be categorised into two types: host-based IDSs (HIDS) and network-based IDSs

(NIDS), which are described as follows:

Host-Based Intrusion Detection System (HIDS)

A HIDS depends entirely on the host system itself [30]. It monitors the events running

on a single host machine to detect internal intrusions (attacks) [31]. This can be done by

collecting and analysing information about the host machine’s activities, such as integrity

of the file system, host access, system registry and system log files [31, 32]. Hence, once an

abnormal behaviour or an attack incident occurs, the HIDS system should detect it [33] and

promptly report it to the system administrators. However, the limitations of HIDS are that

they only monitor the host that the system is installed on and consume the host machine’s

resources, which affects its overall performance [34].

Network-Based Intrusion Detection System (NIDS)

NIDS are intended to detect and identify potentially malicious activities such as DoS,

DDoS and portscan attacks by monitoring the network streams [35]. Furthermore, NIDS

monitor, capture and analyse network traffic to detect possible intrusions throughout the

network [36]. The crucial factors for effective NIDS are processing and analysing the

traffic promptly, with high accuracy [35], to find suspicious patterns. Nevertheless, NIDS

cannot detect attacks in encrypted traffic and cannot provide full detection support under

high network traffic [36].
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2.1.2 Intrusion Detection System Methods

There are two intrusion detection system methods: misuse-based IDSs and anomaly-based

IDSs.

Misuse-Based Intrusion Detection System Method

Misuse-based Intrusion Detection Systems use a set of predefined rules that are stored in

the IDS database; each rule represents a signature of a known attack pattern [37, 38]. The

IDS matches these rules with the network traffic packets to detect malicious traffic, and

if a pattern matches any of the rules stored in the IDS database, the system detects it and

triggers an alarm [37, 38, 39]. An example of a misuse-based IDS is the Snort Intrusion

Detection System [40]. Misuse-based IDS are known for achieving low false alarm rates

[41]. However, they fail to detect novel or unknown attacks since no pattern is stored

about them in the system’s database [42, 43]. Hence, once a new attack occurs, the domain

expert/network administrator should update the system’s database by adding the new attack

pattern to be able to identify the attack and detect it in the future, which can be a tedious

and time-consuming process [42, 43].

Anomaly-Based Intrusion Detection System Method

An anomaly in network security context is an event that is unusual [44]. Hence, anomaly

detection is the identification of patterns in data that do not match normal or known be-

haviour [45]. This method assumes that abnormal behaviour is uncommon and different

from normal behaviour [41]. In contrast to the misuse-based IDS method, the anomaly-

based IDS method can detect unknown and novel attacks [46]. In the anomaly-based

method, a baseline profile for the expected behaviour is created by monitoring normal and

regular activities from different sources, such as network connections, hosts or users, over

a period of time [36]. Then, the system compares the patterns with the created profiles [41].

If a divergence from the expected behaviour occurs, the system will detect it and trigger

an alarm [41]. The drawback of this method is that it suffers from high false positive rates

[47].
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Based on the descriptions provided for the IDS and its types and methods in this section

and aligned with the thesis research questions and objectives, this thesis will implement a

Network-Based Intrusion Detection System (NIDS) because it is concerned with examin-

ing and detecting network attacks. Furthermore, this thesis will examine anomaly-based

IDS methods because they include ML methods, which will be reviewed in the following

section.

2.2 Anomaly Detection Methods and Techniques

Many anomaly detection techniques have been employed to detect network attacks. The

most-used techniques are statistical-based anomaly detection, classification-based anomaly

detection and clustering-based anomaly detection. These methods are described as fol-

lows:

1. Statistical-based anomaly detection: According to Anscombe and Guttman [48], a

statistical anomaly is defined as ‘an observation which is suspected of being partially

or wholly irrelevant because it is not generated by the stochastic model assumed’

[48]. Therefore, statistical-based anomaly detection works by applying a statistical

model to the dataset in which a statistical inference test is used to determine whether

the unseen data instances are relevant to this model [45]. Hence, data instances with a

low probability of being relevant to the model are deemed anomalies [45]. The test is

adjusted for each distribution based on the number of expected outliers and the space

in which to expect an outlier [45]. A commonly used test is the three-sigma rule

(3σ − rule), in which data instances that diverge more than three times the standard

deviation from the mean of the normal distribution can be counted as outliers [49].

2. Classification-based anomaly detection: This technique consists of two steps—the

training step, which trains the classifier using the training data in a feature space,

and the testing step, which classifies and distinguishes unseen data instances into

two categories as normal or anomalous using the trained classifier [45]. The training

step depends on the normal traffic activity profile, which establishes the knowledge
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base and considers activities that differ from the normal traffic activity profile as

anomalous [50]. The advantage of classification-based anomaly detection is that it

can detect new and unseen attacks in an unsupervised way, assuming that they present

divergences from the normal profile [45]. An example of supervised classification-

based anomaly detection algorithms are K-Nearest neighbour (KNN) and Decision

Tree (DT); examples of unsupervised algorithms include Isolation Forest (iForest)

and Local Outlier Factor (LOF).

3. Clustering-based anomaly detection:

This unsupervised method places similar data instances into clusters [45]. Hence,

data instances that do not belong to any clusters are considered outliers [49]. In

order to detect outliers, clusters are assigned using a threshold to distinguish between

inliers and outliers [45, 49]. Hence, data instances below that defined threshold are

recognised as outliers [45, 49].

As explained by Chandola et al. [45], clustering-based anomaly detection depends on

one of three assumptions. The first is that that normal data instances fit in the cluster,

while anomalies do not fit in any cluster. An example of an algorithm based on

this category of assumption is DBSCAN. The second assumption is that normal data

instances are located near the centre of the closest cluster, while anomalies are distant

from the centre of their closest cluster. An example of an algorithm based on this

category is K-Means Clustering. The third assumption is that normal data instances

reside in large clusters, while anomalies reside in small or scattered clusters. An

example of an algorithm based on this category is the Cluster-Based Local Outlier

Factor [45].
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2.3 Network Anomaly Detection Using Machine Learning

Algorithms

Many of the ML algorithms used for classification tasks have been applied to Intrusion De-

tection Systems. This section presents the unsupervised and supervised classification ML

models explored and implemented for this thesis. These models, which have been used

widely in the literature, are expected to perform well in detecting network attacks. The use

of unsupervised ML algorithms will help detect new and unknown network attacks which

have not been introduced to the system before. Among the reviewed algorithms are LOF,

iForest, Elliptic Envelope (EE) and One-Class Support Vector Machine (OCSVM). Super-

vised learning methods can detect previously known attacks that have been introduced to

the system. Therefore, implementing the supervised algorithm will help boost the sys-

tem’s ability to detect network attacks once it becomes known to the system. Among the

considered supervised algorithms are Decision Tree (DT), Random Forest (RF), Adaptive

Boosting (AdaBoost), Naive Bayes (NB) and K-Nearest Neighbor (KNN).

2.3.1 Unsupervised Machine Learning Algorithms

1- Local Outlier Factor (LOF)

LOF detects local outliers by comparing the local density of an object to its neighbours

[51]. LOF considers an object an outlier if the average of the local reachability density

of that object is lower than the local reachability density of its neighbours [51]. LOF’s

main advantage is detecting local and neighbouring outliers to data instances in very large

datasets with heterogeneous densities [52, 53].

2- Isolation Forest (iForest)

According to Liu et al. [54], an iForest is a tree-structured algorithm which partitions all

data instances until they are fully separated. Moreover, iForest assumes that anomalies are

expected to be split in early partitioning; therefore, instances with short path lengths are
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expected to be anomalies. iForest provides low linear time complexity with a low memory

requirement, making it ideal for detecting network attacks quickly. Furthermore, iForest

can deal with high-dimensional data with unrelated attributes [54].

3- Elliptic Envelope (EE)

EE detects outliers on multivariate Gaussian distributed datasets [55]. EE creates and fits

an ellipse around the centre of a group of data instances using the Minimum Covariance

Determinant (MCD) [55]. Hence, any data instance outside the ellipse is considered an

outlier [55].

4- One-Class Support Vector Machine (OCSVM)

OCSVM, introduced by Schölkopf et al., extends the SVM algorithms. OCSVM creates a

function f that returns +1 for normal data points and −1 for outliers [56]. The OCSVM

uses kernels to map the data into a nonlinear high-dimensional feature space, thus separat-

ing them from the origin with a maximum margin boundary [56]. Furthermore, it creates a

hyperplane that works as that boundary to separate normal data points (+1) from anoma-

lies (−1) [56]. OCSVM can detect outliers, but it requires a high computational complexity

when dealing with large and high-dimensional datasets [57, 58, 59, 60], which makes it un-

suitable for dealing with a large amount of network flows.

2.3.2 Supervised Machine Learning Algorithms

1- Decision Tree (DT)

DT is a simple but effective ML method which can be applied to classification and regres-

sion tasks [61]. DT is a tree-structured model formed of internal and leaf nodes [61]. The

internal nodes represent the tests on features, while the leaf nodes represent a class label

[61]. Hence, each branch of the tree depicts a possible outcome. Furthermore, the classi-

fication rules are derived from the the leaf node to the root node [61]. The most common

DT algorithms are ID3, C.45 and CART. DT uses different splitting criteria, such as Infor-

mation Gain, Gain Ratio, and Gini Index, which aim to achieve the best separation for a
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given data in order to group similar data into smaller partitions based on the outcomes of

the splitting criterion [62]. The advantages of DT are that they can deal with both nominal

and numeric input features and the possibility of turning the decision trees into a set of

rules, hence providing simplicity in interpreting the rules [63].

2- Random Forest (RF)

RF is an algorithm developed by Breiman [64]. According to Breiman [64], RF can be

applied to classification and regression tasks. RF consists of an ensemble of the CART

decision tree in which each tree is trained on a bootstrap sample of the training set with

replacement using the resampling method [64]. Furthermore, on each bootstrap sample,

about one-third of the training set is retained as a testing set (out-of-bag sample), which

estimates the prediction error for the DT [64]. Concerning the prediction results, RF uses

Majority Voting in the classification task where each tree in the ensemble represents one

vote, and the class with the highest number of votes is selected as the final prediction [64].

The main advantage of RF is that it has a low probability of overfitting [64].

3- Adaptive Boosting (AdaBoost)

AdaBoost is a boosting ensemble algorithm developed by Freund and Schapire. AdaBoost

uses a sequential approach to create highly accurate predictions by combining many sub-

sequent weak learners [65]. First, it creates a set of base learners that assign an equal

weight for the training data instance [66]. Next, if a training data instance is misclassi-

fied, the weight of that training data instance is increased, and the following base learner is

then trained on the updated weight [65, 67]. Finally, the final prediction is determined by

computing the weighted majority vote of all base learners in the ensemble [65].

4- Naive Bayes (NB)

NB is a probabilistic ML classifier based on the Bayes’ theorem; it works on the assumption

that the probability of one feature does not influence the probability of the others and that

all features are mutually independent in a given class [68, 69]. The main advantage of NB

is that it can deal with many features and datasets [70].
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5- K-Nearest Neighbor (KNN)

The KNN algorithm was first introduced in the early 1950s [62]. KNN is known for being

an easy-to-apply classification method [71]. The KNN selects a set of k data instances in the

training set, which are the nearest to the unclassified/unlabelled data instance in the testing

set [71]. The closeness of the k data instances is calculated using distance or similarity

metrics such as Euclidean distance [71]. Furthermore, the optimum number of the KNN is

determined experimentally, where the experiments are repeated by incrementing the value

of k to add more neighbours [62]. Hence, the k value, which provides the highest results,

is selected [62]. For the final results, KNN uses majority voting, where the class label with

the highest number of votes between the k data instances is selected [71].

2.4 Intrusion Detection Systems Evaluation Measures

This section describes the evaluation measures used to evaluate the performance of the

Network Intrusion Detection Systems (NIDS). Typically, the main performance measures

used to evaluate a NIDS are the confusion matrix, accuracy, recall, precision, F1-score and

Receiver Operating Characteristics (ROC) [27].

1. Confusion matrix: An n× n matrix used to evaluate the performance of a classifier

[72]. For example, in a binary classification task, a 2×2 confusion matrix is produced

(figure 2.2) to define the dispositions of the set of instances [72]. Moreover, several

evaluation metrics, such as accuracy, recall, precision, F1-score and ROC-AUC, can

be obtained from the confusion matrix [72].
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Figure 2.2: Sample Binary Confusion Matrix

A confusion matrix consists of the following measures [62] in a Network IDS evalu-

ation:

• True Positive (TP): The number of attack instances (malicious traffic) pre-

dicted (detected) correctly.

• True Negative (TN): The number of normal instances predicted (detected) cor-

rectly.

• False Positive (FP): The number of normal instances predicted (detected) in-

correctly.

• False Negative (FN): The number of attack instances (malicious traffic) pre-

dicted (detected) incorrectly.

2. Accuracy: Measures the percentage of data samples that are correctly classified

[62]. However, the accuracy measure is unreliable when used to evaluate models

based on imbalanced datasets and provides inaccurate and misleading results [73].

The accuracy metric is defined by the following equation [62]:

acc =
TP + TN

TP + TN + FP + FN
(2.1)
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3. Precision: Denotes the proportion of predicted positive data instances that are indeed

positive data instances [74]. The precision metric is defined by the following equation

[62]:

precision =
TP

TP + FP
(2.2)

4. Recall (Sensitivity/Detection Rate): Denotes the proportion of positive data in-

stances that are predicted correctly [74, 75]. The recall metric is defined by the

following equation [62]:

recall =
TP

TP + FN
(2.3)

Note: in this thesis, the term Detection Rate will be used to indicate the number of

correctly detected attacks (TP) to the total number of that attack type (TP + FN).

5. F1-score:: Denotes the harmonic mean of recall and precision [62]. The F1-score

metric is defined by the following equation [62]:

F1 = 2× recall × precision

recall + precision
=

2TP

2TP + FP + FN
(2.4)

6. Receiver Operating Characteristic (ROC) Curve: A two-dimensional graph used

to plot and choose classifiers based on their performance [72]. The ROC curve plots

the trade-off between the false alarm rates (False Positive Rate) on the x-axis and

the True Positive Rate (Recall) on the y-axis of the classifier at a different threshold

values [72]. A perfect ROC curve has a 0% false alarm rate while having a 100%

True Positive Rate [76]. However, this is hard to achieve in a real-world scenario;

thus, literature tends to calculate the True Positive Rate for several false alarm rates

and plot the results on the ROC curve graph [76].

7. Area Under the Curve (AUC): A classification performance measure [77] com-

monly used with the ROC measure and referred to as the Area Under the ROC Curve

(ROC-AUC) [72, 78]. AUC calculates the percentage of accurately ranked pairs of
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positive and negative data samples [79]. AUC is interpreted as the higher the AUC,

the more effective the classifier [80]. For instance, a classifier with an AUC of 1 de-

picts a perfect and correct classification, while an AUC near 0.5 indicates a classifier

with a random classification [80].

Figure 2.3: ROC-AUC Example on Toy Dataset

Figure 2.3 illustrates ROC-AUC results on a toy dataset. In this figure, the x-axis

represents the FPR and the y-axis represents the TPR. The blue line represents the

ROC curve, while AUC is the entire area underneath the ROC line shaded in light

grey. The result shows that the classifier has reached an ROC-AUC of 92%, meaning

that the classifier is nearly perfect in distinguishing between positive and negative

data instances.
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2.5 Ensemble Methods

Ensemble methods combine a set of multiple weak classifiers, known as base learners, to

improve the performance and reach better results over the ensemble’s base learners [81].

Therefore, applying the ensemble methods in the system is expected to help overcome any

shortcomings in the anomaly detection algorithms and provide stronger results than these

algorithms, once they are implemented as base learners for the ensemble.

Ensemble methods are categorised into two main types: homogeneous ensemble, which is

using the same algorithm to produce different base learners, and heterogeneous ensemble,

which is using different base learners from different algorithms [81]. The most popular

ensemble methods are bagging, boosting and stacked generalisation.

2.5.1 Bagging

The bagging method, first introduced by Breiman [82], is an abbreviation of ‘bootstrap

aggregating’. According to Breiman [82], the bagging method produces multiple base

learners where each base learner is trained on a random sample of the training set with re-

placement ‘bootstrap sampling’. Hence, the probability that any data instance in the train-

ing set will occur in the sampling at least once is 1 − (1/e) ≃ 0.632 for each base learner

[82]. However, some samples may not appear in the sample [82]. The main advantages

of bagging are the reduction of error generalisation and the improvement of performance

while reducing unstable learners’ variance [81].

2.5.2 Boosting

Boosting is a sequential ensemble method that aims to transform weak learners into strong

learners [81]. Weak base learners are created and trained sequentially; the subsequent base

learners focus more on the mistakes of the previous base learners and correct them by giving

the mistakes a higher weight [81, 83]. Therefore, the base learners become dependent on

each other. The main advantage of boosting is reducing the bias of the weak learners [84].

An example of a boosting algorithm is AdaBoost [83].
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2.5.3 Stacked Generalisation (Stacking)

Wolpert proposed stacking in 1992. Stacking is commonly made up of two levels; the

first level comprises different algorithms, trained on the entire training set, in which the

output (prediction) of the first level algorithms serves as input features for the second level

[81, 85]. The second level, commonly known as the meta-learner, is a combiner algorithm

that makes the final prediction based on the first level’s predictions [81, 85]. The main

advantage of stacking is reducing error generalisation [81].

2.6 Ensemble Results Combiner Methods

Once the base learners make their predictions, they are aggregated for the final results. The

aggregation method depends on the type of problem. For example, voting methods are used

for classification problems, while averaging methods are used for regression problems [81].

These methods are described by Zhou [81] as follows:

2.6.1 Voting

1. Majority Voting: Every base learner provides an equal vote for one class label, and

the final prediction is made for the class label with more than half of the votes [81].

2. Plurality Voting: Each base learner in the ensemble provides one vote for the class

label; unlike majority voting, which requires the class label to have more than half of

the votes to be selected as the final prediction, plurality voting selects the class label

with the most votes as the final ensemble prediction. [81].

3. Weighted Voting: In this method, a higher weight value is given to the base learners

that provide better performance; thus, these will have more weight in the voting [81].

4. Weighted Majority Voting: In this method, a weight is assigned to each base

learner, obtained from the prediction performance for each base learner in the en-

semble [86]. Then, the total weight of the base learners is combined and calculated

for each class, and the class with the highest weight is selected as the final result
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[86, 87].

5. Soft Voting: This method calculates the probabilities of the class labels; the final

prediction is made for the class with the highest sum probability [81].

2.6.2 Averaging

1. Simple Averaging: This method calculates the average of the predictions from indi-

vidual learners. Therefore, the final prediction is made for the class with the highest

sum average [81].

2. Weighted Averaging: This method calculates the weighted average of the predic-

tions from individual learners, where each base learner has different weights based

on their performance. Hence, base learners with better performance contribute a

higher weight proportion [81].

2.7 Model Explainability in Machine Learning

Explainability and interpretability are often used interchangeably [88, 89, 90]. In the con-

text of ML, explainability is defined thusly: ‘Given a certain audience, explainability refers

to the details and reasons a model gives to make its functioning clear or easy to under-

stand’ [91]. Hence, explainability aims to answer questions in the form of what-questions,

how-questions and why-questions [92]. Consequently, to be considered useful, models are

expected to provide the reasoning process, results and recommendations behind their deci-

sions. Therefore, an explainable model can support domain experts and system developers

in understanding its decisions and reasoning process, allowing them to adjust the model

accordingly [93]. Explainability goals are described by Arrieta et al. [91] as follows:

1. Trustworthiness: Confidence that the model will perform as expected when dealing

with a problem.

2. Interactivity: Provide the end-user with the capability to adjust and interact with the

models to ensure success.
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3. Accessibility: Allow end-users to get more engaged in improving and building the

model, making it easier for non-experts to deal with models.

4. Informativeness: Explainable models provide information about the problem being

addressed to link the user’s decision to the answer provided by the model.

2.7.1 Machine Learning Explainability Criteria

Explainability in ML can be categorised by model, method and scope [88].

1. Explainabilty by model:

• Intrinsic Explainabilty: A self-explanatory ML model that can provide ex-

plainability as part of its structure [88, 94].

• Post-hoc Explainabilty: Helps explain models that are not explainable by de-

sign by applying explanation methods after the training of the model [91, 95].

2. Explainabilty by method:

• Model-agnostic: A post-hoc method that can be used on any model after train-

ing. However, the model-agnostic method cannot access model internals such

as weights or structural information [88].

• Model-specific: An intrinsic method that is restricted to a certain ML model

and cannot be applied to any other models. For instance, the explanation of the

weighted linear regression model is model-specific and cannot be performed on

any other model [88].

3. Explainabilty by scope:

• Local Explainability: Explains individual/single prediction. Thus, it helps un-

derstand how the model made the decision (prediction) for any single prediction

[96].

• Global Explainability: Explains the entire model, therefore, it helps under-

standing of the overall reasoning of the model [96].
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2.7.2 Machine Learning Explainability Techniques

The most common techniques used to explain a ML model are as follows:

• Decision Trees (DT): A tree-structured model formed of internal and leaf nodes [61].

The internal nodes represent the tests on features, while the leaf nodes represent a

class label [61]. Hence, each branch of the tree depicts a possible outcome [61].

Furthermore, the classification rules are derived from the leaf node to the root node.

The most common techniques used in DT are C4.5 and ID3 [61].

• Rule-based: Creates rules to identify data that the model will learn from. In rule-

based, the knowledge is stored as simple rules in the IF-THEN form or as a set of

more complicated simple rules [91]. Common rule-based techniques are RIPPER

and CN2 [97].

• Partial Dependence Plot (PDP): Helps visualise the relationship between the re-

duced input features space and the model’s predicted outcome [96].

• Features Importance (FI): A simple method that returns the weight and importance

of the features used in the model as an explanation [96]. The feature importance is

calculated using the weights of the coefficients, which define the association between

the features and the target of linear models used as explainable models [96].

• Linear and Logistic Regression classifiers: The linear regression model is used to

understand the relation between independent and dependent features, in which the

dependent variables are considered a continuous outcome [98]. The logistic regres-

sion model, by contrast, predicts a binary dependent feature; hence, the result is only

one outcome variable [91].

• Global Surrogate method: A model-agnostic method that does not require any

knowledge of how the model works internally [99]. It explains the prediction of

a complex model’s ‘black-box’ using uncomplicated self-explanatory models such

as decision trees [99, 100].
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2.8 Dataset Preparation (Preprocessing)

Data preprocessing is a vital phase to be performed before feeding the data into models

and has a significant effect on the accuracy and performance of the ML model [101]. The

dataset preprocessing methods considered in this research are as follows:

1. Data Cleaning: It consists of handling missing, NaN and redundant values by either

dropping the instances or using statistical methods to maintain data quality and avoid

biased results [62, 102].

2. Categorical Encoding: It consists of converting categorical columns to numeric

form so the model can understand and interpret these inputs [102].

3. Training, Validation, and Test Split step: To evaluate the performance of the mod-

els and how they perform on new data, performance assessment methods should be

completed [103]. However, these methods can also ensure that the models are not

overfitting, which occurs when the classifier is very customised to the training set

and fails to generalise to new data from the same environment [103]. Moreover,

these methods help in the model selection by tuning the model’s hyperparameters,

which is a set of parameters that need to be tuned before running [104]. The most

common performance assessment methods are Leave-one-out Cross-Validation, k-

Fold Cross-Validation and Hold-out Cross-Validation.

(a) Leave One Out Cross-validation: Every data instance in the dataset works as

a validation set (k = 1) [105]. Hence, the first validation set is the first data

instance and the second validation set is the second data instance, and so on

[105].

(b) k-fold Cross-validation: A dataset is first randomly split into k disjoint sets

with nearly the same size of data instances [106]. Then, it is trained using k−1

and evaluated on the remaining set, which is known as the validation set. This

method is repeated k times until each set has worked as a validation set [106].

The final model performance is calculated by taking the overall mean for all the
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k validation sets [105, 106].

(c) Hold-out validation: A simple cross-validation method with a single split of

data (2-fold cross-validation) [107]. The dataset is split into two sets, the

training set and the testing set (the hold-out set) [107]. A popular method in

the hold-out validation is dividing the original dataset into training, validation

(commonly known as development set) and test sets [108]. The validation set

will be used to assess the generalisation performance of the ML algorithm and

ensure that the model is not overfitting on the test set [108].

4. Data Transformation (feature scaling): In this step, data normalisation and data

standardisation are standard methods which are described as follows:

(a) Data normalisation (MinMax scaling): Features are transformed between a

range of [0,1] where the minimum feature value is 0 and the maximum fea-

ture value is 1 [109]. MinMax scaling is defined by the following equation

[109]:

Xscaled =
X −Xmin

Xmax −Xmin

(2.5)

(b) Data standardisation: Features are transformed to have a mean of zero and

a standard deviation of 1; therefore, features will have a standard normal dis-

tribution (Gaussian distribution). Standardisation is defined by the following

equation [109]:

Xscaled =
X −Xmean

Xsd

(2.6)

5. Dimensionality Reduction: A technique used to lower the number of input variables

in a dataset [110]. Hence, help mitigate the curse of dimensionality problem, which

occurs when the ML model is not performing well due to dealing with a high number

of features (high dimensional spaces) [111].The most popular unsupervised meth-

ods are Principal Component Analysis (PCA) and Independent Component Analysis
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(ICA), where the input feature space is converted into a lower-dimensional subspace

that keeps most of the relevant information [110].

(a) Principal Component Analysis (PCA): An unsupervised multivariate statistical

technique that transforms large feature spaces into a smaller unrelated subspace

by discovering a few orthogonal linear groups of the original features with the

greatest variance [112, 113]. One of PCA’s main advantages is that it increases

interpretability, yet it minimises the information loss simultaneously by gener-

ating new uncorrelated features [112, 113, 114].

PCA works by converting n correlated random features into d ≤ n uncorrelated

features [114]. Therefore, the new generated features are a linear reduced form

of the original features [114]. The first transformed component is the reduced

form of the original feature with the greatest variance [113]. Therefore the

first principal component is projected in the direction where the projection’s

variance is maximised, and the second principal component is the reduced form

of the original feature with the second-largest variance, and orthogonal to the

first principal component [113].

(b) Independent Component Analysis (ICA): This method aims to obtain a lin-

ear representation from non-normally distributed data to reduce the statistical

dependence between components [115, 116]. Hence, ICA assumes that the

data are linearly mixed by a group of isolated independent sources; therefore,

breaking up (unmixing) these sources is based on their statistical independency

calculated by the sources’ shared information [117]. ICA model is defined by

the following equation 2.7:

x = As (2.7)

Where:

• x : Denotes the observed features
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• A : Denotes the mixing matrix

• s : Denotes the independent components

6. Feature Selection: A method used to reduce the number of features by choosing

a subset of relevant features that can efficiently represent the input data while min-

imising the impact of noise and redundant and irrelevant features to improve the ML

model performance [118, 119]. In addition, feature selection helps create a more

generalisable prediction ML model, lowers computational costs, and reduces the re-

quired storage [120]. Feature selection is categorised under three main methods:

Filter, Wrapper and Embedded methods [121].

(a) Filter method: This method selects a subset of features independently from

the classification model by ordering the features using some criteria such as

distance, dependency, information and correlation [120]. Once the features are

ranked, a threshold is used to filter out less relevant features that do not help

determine the classes, while leaving only features that hold helpful information

in predicting these classes [119]. Examples of the filter methods algorithms

are Fisher score, correlation coefficient and Information Gain based methods

[118, 119, 120].

(b) Wrapper method: In this method, the selection of the features depends on the

performance of the chosen ML algorithms [121]. The selected ML model is

wrapped around a search algorithm (hence the name) to find the best subset

of features that produces the highest performance results [119]. A wrapper

algorithm will first create a set of features and then evaluate those features using

the chosen ML model [119, 120, 121]. This process is repeated until either the

optimal performance is obtained from the model or the predefined number of

features is achieved [119, 120, 121]. Examples of the wrapper search algorithm

are forward selection and backward elimination [118].

(c) Embedded: The embedded method combines the filter and wrapper methods.

It aims to include feature selection as part of the ML model training [121].
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According to Tang et al. [120] embedded methods have three different types

[120]:

i. The pruning method: This method begins by training the model on all

features and then prunes the least important features returned by the model

by assigning the corresponding coefficients to zero. This method works

recursively so that less important features are eliminated in each iteration

until finally reaching the number of desired features. An example of this

method is Recursive Feature Elimination (RFE).

ii. ML algorithms with their own feature selection mechanisms, such as ID3

and C4.5 decision trees.

iii. Regularisation ML algorithms such as Ridge and Lasso which aim to min-

imise the model’s fitting errors and force the feature coefficients to be small

or exactly zero.

7. Handling Imbalanced Datasets: A class imbalance occurs when the number of in-

stances in one class is significantly more than in other classes [122]. Imbalanced

datasets are a common issue in the intrusion detection domain [123], where in this

case, the number of normal classes significantly overcomes the number of benign/attack

classes. Class imbalance can cause the classification model to be biased in favour of

the majority class [124]. Hence, some evaluation metrics, such as accuracy, will be-

come impractical for evaluating the performance of the model [124]. To overcome

this challenge, the data instances in the training set should be resampled. This can be

done using two techniques: oversampling the minority class by increasing the num-

ber of data instances that belong to the minority class to correspond to the number of

data instances that belong to the majority class, or undersampling the majority class

by reducing the number of instances that belong to the majority class to correspond

to the number of data instances that belong to the minority class [125].
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2.9 Related Work

Supervised ML methods for IDS commonly achieve high accuracy, recall and precision,

such as [126, 127, 128]. Nevertheless, these methods are not suitable for detecting unknown

attack types. Accordingly, unsupervised ML methods are examined.

This section discusses some of the relevant work on detecting intrusion using unsupervised

ML by presenting the methods and techniques used to detect these intrusions and providing

a critical analysis of these works. Furthermore, a summary table of the reviewed literature

is provided at the end of this section.

2.9.1 Unsupervised Anomaly Algorithms for Intrusion Detection

Labonne et al. [129] propose an IDS framework that consists of five neural networks: deep

autoencoders, deep MLPs, LSTMs, BiLSTMs, and GANs. After the preprocessing stage,

the algorithms were trained on the protocol headers in an unsupervised way. The method

was evaluated on 11 attack types on the CICIDS2017 Dataset. Furthermore, the proposed

IDS had the capability of adding or removing protocols based on the monitored network.

However, the authors mentioned that the training time for the algorithms was very high,

taking up to 14 hours to train a single protocol. Furthermore, the method failed to detect

four of the attack types.

Lee et al. [130] propose a method that analyses traffic to identify whether the network

traffic is benign or attack. Their approach used Deep Sparse AutoEncoder (DSAE) as an

unsupervised dimensionality reduction method, assuming that since DSAE compresses im-

ages without reducing the number of features, it can reduce the number of features without

any loss. Once the features were reduced, the RF algorithm was used to classify the net-

work flow. The method was evaluated on the CICIDS2017 dataset. The authors claimed

that their approach improved the training time and classification by 99%. However, the

recall and F1-score for the rare classes, such as infiltration and heartbleed attacks, were

low.
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Mhamdi et al. [131] propose a hybrid unsupervised method to detect DDoS attacks in

the Software Defined Networking (SDN) paradigm. For their approach, they used stack

autoencoder and OCSVM. Like Lee et al. [130], they used SAE as a feature extraction

method to reduce the number of features. Afterwards, they trained the OCSVM to detect

DDoS attacks. Their approach was evaluated on the CICIDS2017, for which they were

able to obtain good results. However, OCSVM has a high computational complexity [57,

58, 59]; therefore, it requires a long training time. Furthermore, the method proposed was

evaluated on only one network attack type. In addition, the authors mention that they had a

high false-positive rate, but no number was provided in the paper.

Nguyen et al. [132] propose a nested OCSVM model to detect network attacks. As a part

of their method, the authors trained their model only on normal flow, where they calculated

the nearest and farthest neighbour’s distances from each data sample in the training set. The

method was evaluated on the KDD99 dataset, where it was able to detect attacks with a low

false-positive rate. However, the KDD99 suffers from a significant number of redundant

records; around 78% and 75% of the records are duplicated in the training and testing set

[5]. In addition, Nguyen et al. did not mention any preprocessing step for the dataset.

Moreover, only 4601 data instances were used in the experiment, which does not represent

real-world traffic reflecting today’s networks and attacks.

Chou and Wang [133] propose an adaptive IDS for the cloud environment formed of three

components: the preprocessor, which converts raw packets into connection records includ-

ing features; the analyzer, which implements and trains the spectral clustering algorithm to

adjust the IDS to the current environment by clustering the collected connection records;

and the detector, which makes the decisions and reports based on a decision tree. The

adaptive IDS was evaluated on the DARPA 2000 and the KDDCup 1999 data set. The

authors state that the adaptation method gave the IDS a high detection rate while keeping

the false positive rate low. However, the method assumes that attacks consist of relatively

little traffic. Hence, DoS and DDoS attacks cannot be detected as they comprise significant

traffic. Furthermore, network connection data are generated in enormous volume, making

it time and space-intensive for the spectral clustering algorithm to compute the eigenvalues
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and eigenvectors.

Zhang and Zulkernine [134] propose an unsupervised anomaly IDS framework that uses

the RF’s proximities to detect outliers by calculating the closeness of each network service

in the dataset. Hence, if a service activity is categorised as another service, it will be

detected as an outlier. The protocols used in the experiment are FTP, HTTP, POP, SMTP,

and telnet from the KDD99 dataset. The results showed a high detection rate with a low

false positive rate. However, the authors mention that they reduced the number of normal

attacks in the training set from 4,898,431 to 47,426 without explanation for using this

number. Furthermore, the performance of the system decreases if the number of attacks

increases in the flow. Hence, like Chou and Wang et al. [133], this method will fail in

detecting attacks with high number of flows, such as DDoS attacks.

Leung and Leckie [135] propose a hybrid unsupervised anomaly detection framework con-

sisting of a density-based and grid-based high dimensional clustering algorithm for large

datasets; the proposed clustering method was derived from an algorithm called CLIQUE

[136]. To evaluate the algorithm, the authors conducted a complexity analysis, and the

results showed that it scales linearly with the number of data instances in the dataset. Fur-

thermore, the KDD99 dataset was used to evaluate the performance of the method. The

results showed that the method achieved a good detection rate while maintaining a low

false positive rate. However, the authors state that their approach suffered from a high false

positive rate compared to other clustering methods.

Pu et al. [137] propose an unsupervised anomaly detection method consisting of Sub-

Space Clustering (SSC) and OCSVM. Their approach begins by setting an empty vector,

dividing the feature into subspaces, then applying the OCSVM to each subspace to produce

a partition. The vector in this approach is used to store the distance between the different

outliers detected in the sub-space, after which the dissimilarity vector is updated depending

on each partition. Finally, the vector will order the detected outliers. Hence, the data sample

is considered an anomaly if the dissimilarity value is higher than the predefined threshold

value. To evaluate their approach, they used the NSL-KDD99 dataset; the authors claim

they obtained a high detection rate and low false alarm rate. However, the model was
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trained and optimised on data that contains attack data instances, but OCSVM should be

trained only on normal data instances.

Zhang et al. [138] propose an IDS based on OCSVM to detect network intrusions. Their

model consisted of two modules: the first extracted the features and split the training and

testing dataset, and the second trained and tested the OCSVM algorithm. The authors used

the KDD99 dataset to evaluate their model, and the results showed a high detection rate

for some of the attacks. However, the authors did not provide any details about the feature

extraction method used in the model; moreover, they used stratified random sampling to

reduce the dataset’s size without justification for reducing the size.

Bezerra et al. [139] propose a host-based approach, called IoTDS, to detect Botnets in

IoT devices using anomaly detection algorithms, namely EE, Isolation Forest, LOF and

OCSVM. Furthermore, an HTTPS-based agent manager is used to prevent the device from

being overwhelmed by the training activities. To analyse the device’s behaviour, the au-

thors extract several features from the device’s such as CPU utilisation and temperature,

memory consumption and the number of running tasks. If the device’s behaviour displays

an irregularity, a notification of a Botnet attack is sent to the central server. This approach

was evaluated on a dataset that comprises data obtained from infected IoT devices. The

results showed a good overall prediction performance, in which the LOF algorithm had the

best performance among all the other three algorithms. Nevertheless, this approach is lim-

ited to only one attack type (botnet). In addition, a host-based system is difficult to manage

and must be installed on every IoT device; thus, it can monitor only the device on which it

is installed on.

Guven et al. [140] propose a multiple classification cyber attack framework. First, the au-

thors compared LOF, iForest and OCSVM in detecting outliers as part of the data cleaning,

followed by feature normalisation and feature selection. Next, four supervised classifiers,

Random Forest, Naive Bayes, Logistic Regression and Decision Tree, were evaluated on

the CICIDS2017 after removing the outliers. The results showed that using LOF for de-

tecting outliers with Random Forest provided the highest results.
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2.9.2 Unsupervised Anomaly Algorithms for Outlier Detection

Sun et al. [141] propose a method to detect abnormal user behaviour on payroll access

logs using iForest. In their workflow, a parser preprocesses all log files and stores records

by users. Next, the system extracts the features for each user, and a baseline user model is

produced by generating a set of an extended iForest tree. Hence, once a new user is added

to the system, it is mapped into every iForest tree, and the anomaly score is computed. If the

score falls below the designated threshold, the user will be considered normal; otherwise,

the user is counted as an anomaly. The proposed system was evaluated on a real payroll

access log, on which they achieved a high recall. However, precision and accuracy were

relatively low for all experiments.

Xu et al. [142] propose a method to automatically tune the LOF hyperparameters. They

aimed to apply this method to anomaly detection applications in general. Thus, the authors

evaluated the method on various datasets from the anomaly detection domain. Concern-

ing the intrusion detection dataset used in the experiments, the authors chose the KDD99

dataset, focusing only on the SMTP and HTTP protocols. The experimental results showed

that both protocols achieved a relatively low F1-score. Moreover, the authors state that for

the method to be useful, it should be used with the assumption that there be enough normal

data instances in the training set and the anomalous data instances can be distinguished

from the normal data instances based on their relative local density.

Liu et al. [143] propose a two-layer ensemble method for outlier detection comprising

LOF and iForest. The ensemble works in sequential order and includes three primary

steps. First, iForest is used to calculate the anomaly score for the data points. Then, prune

data points based on the pruning threshold to acquire the outlier candidate set. Finally,

calculate the LOF value for the acquired outlier candidate set and select the points with

high LOF values as the target outliers. The ensemble was evaluated on six synthetics and

six real-world datasets, in which the results showed that the system is effective in detecting

outliers.
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Sahu et al. [144] propose an ensemble-based outlier detection comprising LOF, iForest, and

OCSVM methods and the majority voting method as a results combiner. The purpose of

this ensemble was to be used as a preprocessing step to remove outliers from datasets before

training the supervised classifiers. The proposed ensemble was evaluated on the NSL-

KDD dataset, in which the results of the supervised classifiers improved after removing the

outliers from the dataset.

This section provided a critical analysis of some of the literature related to unsupervised

IDS and evaluated their limitations. For example, some researchers used an algorithm

known for having a high computational complexity, while others assessed their method on

a low number of data instances; the reason for this could be to speed up the experiments or

having limited computational resources that can not handle training a high number of data

instances. However, the low proportion of data instances does not represent today’s network

standard. Furthermore, some literature included a limited number of attack types in their

experiment, achieved low precision, recall and/or F1-scores, or used a dataset with high du-

plicate records, which can affect the results. Table 2.1 summarises the literature discussed

in this section including the dataset used for the evaluation such as CICIDS2017 which is

described in section 3.3.1 and NSL-KDD which is described in section 3.3.2.
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Table 2.1: Summary of Literature on IDS
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2.10 Chapter Summary

This chapter has presented an overview of the use of ML in the intrusion detection domain.

First, it reviewed the taxonomy of IDS, then it explained some of the supervised and un-

supervised learning algorithms used for classification tasks. It also reviewed the standard

measures used to evaluate ML models’ performance, which will be used to evaluate the

research experimental results. This chapter also addressed ensemble techniques and their

combination methods, as well as ML explainability and dataset preprocessing methods

used in this research.

Finally, this chapter addressed several limitations in some of the relevant literature related to

IDS, such as using an algorithm known for having a high computational complexity, using

a low number of data instances in the experiment, testing the approach on a limited number

of attack types or models that produce low precision, recall or F1-scores. Understanding

these limitations will provide the basis for designing the research methodology workflow,

which will help answer this thesis’s research questions and address the hypotheses.
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Chapter 3

Preliminaries: Experiments and

Evaluation

This chapter introduces the research methodology workflow at both a high and low level.

First, it explains the preliminary experimental setup of the anomaly detection algorithms.

It also describes the datasets used in the experiments and the preprocessing workflow ap-

plied to each dataset. Then, it examines and explains the unsupervised algorithms used in

this chapter. Next, this chapter discusses and evaluates the preliminary experiments’ re-

sults for the algorithms and presents the best-performing algorithms. Finally, this chapter

summarises the initial experiment, including the best hyperparameter values and principal

components used in each dataset.
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3.1 Research Methodology Workflow

To answer the research questions and address the thesis’s hypotheses, a workflow has

been designed. Figure 3.1 shows the workflow steps that were followed to design the

system.

Figure 3.1: Research Methodology Workflow

The first component, termed ‘C1’, addresses Hypothesis 1 of the research. First, an unsu-

pervised ensemble learner component, UNAD, is developed and tested to detect unknown

network attacks. The second component, termed ‘C2’, which addresses Hypothesis 2, con-

sists of a supervised component trained on the correctly detected data instances from the

first component, aiming to improve the overall detection of the system. Lastly, the third

component, termed ‘C3’, which addresses Hypothesis 3, explains the detected attacks to

help domain experts assess the threat and understand the decision made by the system.

Figure 3.2 explains the research methodology workflow in more detail.
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Figure 3.2: Taxonomy of the System’s Framework

45



C1 represents the first component of the system, which consists of the UNAD ensemble.

UNAD is a bagging ensemble, built using anomaly detection algorithms, that works in

an unsupervised manner to detect previously unknown network attacks. The anomaly de-

tection algorithms are selected as base learners for UNAD based on their F1-score results,

since the F1-score measure combines the results (harmonic mean) of both the precision and

recall measures. In addition, the F1-score is effective in the case of data imbalance [145].

Furthermore, UNAD will be trained on benign/normal flow only and evaluated using the

Majority Voting method as a results combiner.

C2, the second component of the system, is the supervised classifier. The goal of this

component is to boost the overall results and improve the detection rate. For this, the

second component will be trained on UNAD’s detected benign/normal and attack flow (TP

and TN) in addition to the training set used to train UNAD, which has only benign/normal

flow. Furthermore, before feeding the TP and TN of UNAD to the supervised model, a

domain expert with knowledge of networks and ML techniques will act as ‘Human-in-the-

Loop’ to check and evaluate a subsample of UNAD’s results, ensuring that the supervised

algorithm is fed with accurate data and therefore reducing the possibility of error. As

with UNAD, the selection of the supervised model will be based on evaluating a set of

supervised algorithms in which the model with the highest F1-score will be implemented

in the system.

The last component of the system is the explainable component, C3. This component aims

to explain the decision made by the model in a human-understandable way. For this, two

explainable methods—local and global explainability—are adopted. The local explainabil-

ity feature will provide an explanation for the domain expert for any single prediction made

by the system, and the global explainability feature will explain the entire model.

3.2 Experimental Setup

In this thesis, all experiments were implemented in Python 3.6 using Google Colabora-

tory [146]. Furthermore, the scikit-learn library [147] was used to carry out the research
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preprocessing steps and to implement the ML algorithms.

This research first evaluates several unsupervised algorithms for their suitability to be se-

lected as base learners for UNAD. Four different anomaly detection algorithms that pre-

viously applied to network attack detection literature were considered: OCSVM [148],

iForest [149], LOF [51] and EE [55]. The OCSVM algorithm was excluded from the se-

lection process early, as it is unsuitable for fast network flows due to its high computational

complexity [57, 58, 59].

The remaining three algorithms were experimentally optimised on the CICIDS2017 [4]

and NSL-KDD [5] datasets and subsequently evaluated for their inclusion in the UNAD

ensemble. The reason for choosing an ensemble approach here is that, as pointed out in

Section 2.5, ensemble approaches tend to improve the average classification accuracy over

any ensemble member and reduce overfitting [150].

As mentioned in Section 3.1, the evaluation metrics used to evaluate the anomaly detection

algorithms are precision, recall and F1-score. In UNAD, precision denotes the propor-

tion of attacks correctly classified as an attack by UNAD; recall denotes the proportion

of actual attacks detected by UNAD in the network flow. Therefore, high precision is as

important high recall, since false positive alarms may activate expensive actions to address

a non-existent attack. Because both measures are equally important, the models have been

selected based on their F1-score, which combines the results of both the precision and recall

measures.

3.3 Datasets Used in this Research

A real dataset cannot be used to evaluate ML models due to privacy issues, but publicly

available synthetic benchmarking datasets can be used. The CICIDS2017 [4] and NSL-

KDD [5] datasets are used to evaluate the research workflow.
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3.3.1 CICIDS2017 Dataset

CICIDS2017 [4] is a publicly available benchmarking dataset generated by the Canadian

Institute for Cybersecurity over five days; it consists of about 3 million data instances.

Sharafaldin Sharafaldin et al. [4] created a complete network topology to generate the

dataset, including modems, firewalls, switches and routers, various operating systems such

as Windows, Ubuntu and Mac, and commonly available protocols like HTTP, HTTPS, FTP,

SSH and email protocols. In the network architecture, Sharafaldin et al. [4] created two

networks, victim and attack, with their associated public and private IPs.

The attack network comprises one router, one switch and four PCs [4]. The victim net-

work includes three servers, one firewall, two switches and ten PCs connected by a domain

controller and active directory [4]. The CICIDS2017 outperforms the most commonly

used datasets because it is more recent (2017), more realistic and covers 14 network at-

tacks.

CICIDS2017 Attack Description

CICIDS2017 consists of 14 network attacks that belong to seven of the most up-to-date

attack categories. The CICIDS2017 attack types are described as follows:

1. Brute Force Attack: This attack uses the hit-and-trial method to crack passwords by

trying out different password combinations until it finds the correct one [151]. This

method can take a few seconds or longer, depending on password complexity. In

addition, the brute force attack can be used to find hidden content and pages within a

web application [151]. Attacks included in the dataset under the Brute Force category

are as follows:

• FTP-Patator

• SSH-Patator

2. Heartbleed Attack: This is an implementation flaw (bug) in the OpenSSL cryptogra-

phy library, which implements the Secure Sockets Layer (SSL) and Transport Layer

48



Security (TLS) protocols [152]. It is usually exploited by sending a malicious heart-

beat message with a small payload and a greater length field than the client’s actual

payload to obtain sensitive information and content stored in the client’s memory,

such as cryptographic keys and login credentials [4, 152].

3. Botnets: These are a group of infected machines that are remotely controlled by

the attacker (botmaster) [153]. Botnet attacks are used to perform various malicious

activities, such as stealing data and crashing servers [153].

4. Denial-of-Service (DoS) Attack: This attack attempts to render services temporarily

unavailable to legitimate users by flooding the targeted machine or its surrounding

infrastructure with spurious requests until it cannot process any requests and thus

becomes unavailable [154]. Attacks included in the dataset under the DoS category

include the following:

• DoS Slowloris

• DoS Slowhttptest

• DoS Hulk

• DoS GoldenEye

5. Distributed Denial-of-Service (DDoS) Attack: These attacks utilise multiple com-

promised computer systems to flood the targeted system with overwhelming internet

traffic that leaves the target services temporarily unavailable [155].

6. Web Attacks: Three different web attacks were included in the dataset: a SQL In-

jection, where an attacker creates a SQL query and executes it into an entry field

in the web application to make the database retrieve sensitive information or obtain

unauthorised access to the database [156]; Cross-Site Scripting (XSS), in which the

attacker inserts malicious scripts into a legitimate web page or browser, and once the

end-user visits the the web page or lunch the browser, the malicious code is executed,

granting the attacker access to sensitive information maintained by the browser or

used by the web page [157]. The third one is Brute Force over HTTP, which attempts
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to obtain the administrator’s password and gain unauthorised access by trying a list

of passwords [4].

7. Infiltration Attack: This attack is usually performed from the internal network by

exploiting vulnerable application software [4]. Once the attack is successful, a back-

door will be implemented on the target’s machine, allowing for various attacks on

the network, such as IP sweep and portscan [4].

Table 3.1 summarises CICIDS2017 attack types and provides number and percentage of

instances for each attack.

Table 3.1: CICIDS2017 Attack Distribution

Type Count Percentage (%)
BENIGN 2,358,036 83.3
DoS Hulk 231,073 8.2
portscan 158,930 5.6
DDoS 41,835 1.5
DoS GoldenEye 10,293 0.4
FTP Patator 7,938 0.3
SSH Patator 5,897 0.2
DoS SlowLoris 5,796 0.2
DoS SlowHTTPTest 5,499 0.2
Botnet 1,966 0.07
Web Attack: Brute Force 1,507 0.05
Web Attack: XSS 625 0.02
Infiltration 36 0.001
Web Attack: SQL Injection 21 0.0007
HeartBleed 11 0.0004
Total 2,829,463 100

CICIDS2017 Feature Description

CICFlowMeter [6, 7] was used to extract the network traffic features from the generated

PCAP file, which is an API for capturing packets from the network. CICFlowMeter is

a Java application flow-based feature extractor and analyser which reads PCAP files and

generates 84 network traffic features, in addition to a CSV file that consists of those gener-

ated features [6, 7]. Table 3.2 shows the CICIDS2017 dataset extracted features. The full

feature description is available in Appendix A.1.
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Table 3.2: CICIDS2017 Features

No. Feature No. Feature No. Feature No. Feature
1 Flow ID 22 Flow Packets/s 43 Fwd Packets/s 64 Fwd Avg Bulk Rate
2 Source IP 23 Flow IAT Mean 44 Bwd Packets/s 65 Bwd Avg Bytes/Bulk
3 Source Port 24 Flow IAT Std 45 Min Packet Length 66 Bwd Avg Packets/Bulk
4 Destination IP 25 Flow IAT Max 46 Max Packet Length 67 Bwd Avg Bulk Rate
5 Destination Port 26 Flow IAT Min 47 Packet Length Mean 68 Subflow Fwd Packets
6 Protocol 27 Fwd IAT Total 48 Packet Length Std 69 Subflow Fwd Bytes
4 Time stamp 28 Fwd IAT Mean 49 Packet Len. Variance 70 Subflow Bwd Packets
8 Flow Duration 29 Fwd IAT Std 50 FIN Flag Count 71 Subflow Bwd Bytes
9 Total Fwd Packets 30 Fwd IAT Max 51 SYN Flag Count 72 Init Win bytes fwd
10 Total Backward Packets 31 Fwd IAT Min 52 RST Flag Count 73 Act data pkt fwd
11 Total Length of Fwd Pck 32 Bwd IAT Total 53 PSH Flag Count 74 Min seg size fwd
12 Total Length of Bwd Pck 33 Bwd IAT Mean 54 ACK Flag Count 75 Active Mean
13 Fwd Packet Length Max 34 Bwd IAT Std 55 URG Flag Count 76 Active Std
14 Fwd Packet Length Min 35 Bwd IAT Max 56 CWE Flag Count 77 Active Max
15 Fwd Pck Length Mean 36 Bwd IAT Min 57 ECE Flag Count 78 Active Min
16 Fwd Packet Length Std 37 Fwd PSH Flags 58 Down/Up Ratio 79 Idle Mean
17 Bwd Packet Length Max 38 Bwd PSH Flags 59 Average Packet Size 80 Idle Packet
18 Bwd Packet Length Min 39 Fwd URG Flags 60 Avg Fwd Segment Size 81 Idle Std
19 Bwd Packet Length Mean 40 Bwd URG Flags 61 Avg Bwd Segment Size 82 Idle Max
20 Bwd Packet Length Std 41 Fwd Header Length 62 Fwd Avg Bytes/Bulk 83 Idle Min
21 Flow Bytes/s 42 Bwd Header Length 63 Fwd Avg Packets/Bulk 84 Label

3.3.2 NSL-KDD Dataset

The NSL-KDD dataset [5] is an updated version of the KDD99 dataset [158], based origi-

nally on the DARPA98 dataset. The data in The DARPA98 dataset is raw TCPdump data

collected with a packet sniffer placed on the network segment outer of the router [159].

The NSL-KDD [5] that overcomes the issues related to the latter, such as duplicate records,

that cause the model to be biased towards these records [5]. NSL-KDD dataset consists of

two files, KDDTrain+, which has a 125,973 record dataset, and KDDTest+, which has a

22,544 record dataset. The advantage of NSL-KDD is that the entire dataset can be used for

evaluation without the need to split it randomly and select a small proportion of it [5].

NSL-KDD Attacks Description

NSL-KDD consists of four main attack categories. These attacks are described by Tavallaee

et al. [5] as follows:

1. Denial of Service Attack (DoS): Attacker overwhelms a machine or network re-

sources with requests to render services temporarily unavailable to legitimate users.

2. User to Root Attack (U2R): Attacker obtains access to a normal user account to
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exploit system vulnerabilities, aiming to achieve root access to that system.

3. Remote to Local Attack (R2L): Intruder sends packets over the network to another

machine that does not have permission in order to exploit vulnerabilities and achieve

unauthorised access to that machine.

4. Probing Attack: Intruder collects information about the structure of the network to

overcome the network security controls [5] and eventually access the system.

Table 3.3 summarises NSL-KDD attack types and the number of instances for each attack

[5].

Table 3.3: NSL-KDD Attack Distribution

KDDTrain+ dataset KDDTest+ dataset
Type Count Percentage (%) Count Percentage (%)
Normal 67,343 53.5 9,711 43
DoS 11,656 9.3 7,458 33.1
U2R 52 0.04 200 0.9
R2L 995 0.8 2,754 12.2
Probe 45,927 36.6 2,421 10.7
Total 125973 100 22544 100

NSL-KDD Features Description

NSL-KDD has 43 features classified into three feature groups [5]:

1. Basic features: Includes all the features produced from a TCP/IP connection [5].

2. Traffic features: Contains features calculated for a window interval having two

groups, ‘same host’ and ‘same service’ features [5].

3. Content features: Contains features that help find suspicious behaviour in the data

flow (e.g., the number of failed logins) for some attack types, such as R2L and U2R

attacks [5].

Table 3.4 shows the NSL-KDD dataset features; a full feature description is available in

Appendix B.1.
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Table 3.4: NSL-KDD Features

No. Feature No. Feature No. Feature No. Feature
1 Duration 12 Logged In 23 Count 34 Dst Host Same Srv Rate
2 Protocol Type 13 Num Compromised 24 Srv Count 35 Dst Host Diff Srv Rate
3 Service 14 Root Shell 25 Serror Rate 36 Dst Host Same Src Port Rate
4 Flag 15 Su Attempted 26 Srv Serror Rate 37 Dst Host Srv Diff Host Rate
5 Src Bytes 16 Num Root 27 Rerror Rate 38 Dst Host Serror Rate
6 Dst Bytes 17 Num File Creations 28 Srv Rerror Rate 39 Dst Host Srv Serror Rate
7 Land 18 Num Shells 29 Same Srv Rate 40 Dst Host Rerror Rate
8 Wrong Fragment 19 Num Access Files 30 Diff Srv Rate 41 Dst Host Srv Rerror Rate
9 Urgent 20 Num Outbound Cmds 31 Srv Diff Host Rate 42 Class
10 Hot 21 Is Hot Logins 32 Dst Host Count 43 Difficulty Level
11 Num Failed Logins 22 Is Guest Login 33 Dst Host Srv Count

3.4 Research Dataset Preprocessing Steps

3.4.1 CICIDS2017 Dataset Preprocessing

Preprocessing methods were applied to the CICIDS2017 dataset to make it suitable for

training the anomaly detection algorithms. Figure 3.3 shows the initial experiment work-

flow, including the preprocessing steps applied to the CICIDS2017 dataset.

Figure 3.3: Initial Experiment Workflow

The first step was to clean the dataset by dropping missing and NaN values, which can cause

the ML model to make biased predictions and reduce its accuracy. Duplicated records were

also dropped. This step was followed by dropping out some features that could affect the

model’s performance; for instance, ID features were removed, as they do not have dis-

criminatory value for attacks. Next, features containing IP addresses were also removed

because attackers often spoof their IP addresses to avoid IP filtering systems [127]. Finally,

53



features representing port information were removed, since they can cause models to over-

fit towards socket information [160]. Next, the categorical text in the Label feature was

converted to numeric form, as the scikit-learn library requires all data to be in numerical

form [161]. Therefore, the label for all attack types was converted to ‘1’ and ‘0’ for benign

instances. Next, the dataset was divided into training, validation, and test sets (Figure 3.4).

Assuming that the system has no prior knowledge about the network attacks and following

the network flow scenario used to generate the CICIDS2017 dataset, the data from the first

day (Monday), which comprises 529,445 benign flows (about 19% of the entire dataset),

was used to train the model. The remaining four-day dataset, which contains 2,298,225

of both attacks and benign flow, were split for validation and testing (50% each). Figure

3.4 shows the CICIDS2017 dataset split workflow, and Table 3.5 illustrates the dataset split

distribution.
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Figure 3.4: Dataset Split Workflow

Table 3.5: Dataset Split Distribution

Set Benign ’0’ Attack ’1’ Total

Training 529,445 0 529,445

Validation 870,834 278277 1,149,111

Test 870,838 278,278 1,149,116

Next, the data were normalised between [0-1] using MinMaxScaler [147]. This step gives

the data equal importance while keeping the shape of the original data distribution. Follow-

ing this, PCA was applied as a dimensionality reduction method. PCA has been applied

widely in the intrusion detection area, such as in [162], [163] and [164], as it only requires
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a few parameters of the principal components to be managed for future detection and, most

importantly, the statistics can be estimated quickly during the detection stage, which makes

PCA feasible for real-time use [165, 166]. A preliminary exploratory analysis was per-

formed on the dataset to gain insight into the explained variance ratio for every principal

component. Figure 3.5 illustrates the explained variance ratio preserved for each principal

component.

Figure 3.5: PCA Method to the CICIDS2017 Dataset

Figure 3.5 shows that 90% of the explained variance can be preserved using seven or more

principal components. However, the number of principal components which are considered

in the initial experiments 2–15 PCs.

3.4.2 NSL-KDD Dataset Preprocessing

As datasets usually differ from one another (e.g., number and the type of features), dataset

preprocessing steps can differ too. Figure 3.6 illustrates the initial experiment workflow

with the preprocessing steps applied to the NSL-KDD dataset. Like the CICIDS2017

dataset, preprocessing began by dropping missing and NaN records. Next, duplicate records

were identified and removed. Then, protocol type, service, flag and class features were con-

verted from text to numeric. Finally, the label for all attack types was converted to ‘1’ and

‘0’ for normal instances. The next step was to split the dataset into training, validation, and
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test sets.

Figure 3.6: Initial Experiment workflow

As previously mentioned, the NSL-KDD dataset is made of two files: training and testing.

The training file was split into 60% training, which is ideal and sufficient to train UNAD,

and 40% for validation. Then, the validation set was combined with the testing set to ensure

the same type of attacks in both sets, as some of the network attacks in the KDDTrain+

file were not available in the KDDTest+ file. Once combined, the dataset was split again

into validation and testing sets with a ≈ 50% proportion each, using a stratified random

sampling method, which helps eliminate bias and provides a representative population of

all attack types in both sets (Figure 3.7). Therefore, the total number of data instances

for each set to this stage was 75,583 for the training set, 37,791 for the validation set and

35,140 for the testing set. In the final step of data splitting, all attack flows in the training

set were dropped, retaining just the normal flow, since the models will be trained only on

normal flow. The remainder of the training set comprised 40,405 normal data instances.

Figure 3.7 shows the NSL-KDD dataset split workflow, and Table 3.6 illustrates the dataset

split distribution.
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Figure 3.7: NSL-KDD Dataset Split Workflow

Table 3.6: NSL-KDD Dataset Split Distribution

Set Benign ’0’ Attack ’1’ Total

Training 40,405 0 40,405

Validation 18,990 18,801 37,791

Test 17,658 17,482 35,140

The next step was to normalise data between [0-1] using MinMaxScaler [147]. Following

this, the PCA method was used to reduce the dimensionality of the features. Figure 3.8

depicts the explained variance ratio preserved for every principal component.

Figure 3.8: PCA Method on the NSL-KDD Dataset

Figure 3.8 shows that 90% of the explained variance can be preserved using 11 or more
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principal components. However, the number of principal components which are considered

in the initial experiments 2–17 PCs.

3.5 Evaluation of Anomaly Detection Algorithms as Base

Learners for UNAD

As mentioned in Section 3.2, LOF, iForest and EE algorithms will be evaluated for selec-

tion as base learners for UNAD. For this, the algorithms will be trained using the training

dataset (comprising only benign/normal network flow) and optimised using the validation

set (including all types of attacks) to find the best combinations of hyperparameters in terms

of the F1-score results. Furthermore, various Principal Components (PCs) are considered:

2–15 PCs for the CICIDS2017 dataset and 2–17 PCs for the NSL-KDD dataset, to reduce

the data’s dimensionality. A summary of the experiments and final results will be discussed

in Section 3.6.

3.5.1 Local Outlier Factor (LOF)

With the current massive network traffic, LOF is expected to play a significant role in

detecting attacks. Accordingly, it is evaluated here as a potential part of the proposed

ensemble-based UNAD. The LOF module from scikit-learn [147] was used. The hyper-

parameters are contamination and n neighbours. Contamination is the proportion of the

outliers expected in the dataset ranging from 0 to 0.5, and n neighbours is the number of

nearest neighbours needed to classify a data sample [147]. No knowledge about the pro-

portion of outliers (attacks) in the training data was assumed. The hyperparameters were

optimised using various combinations of values. The contamination parameter was opti-

mised from 0.01 to 0.5 in steps of 0.01. The n neighbours parameter value was optimised

from 5 to 50 in steps of 5. Once the hyperparameters were optimised and the best com-

bination was determined in terms of the F1 score, they were applied to the test set for

every number of PCs ranging between 2–15 for the CICIDS2017 dataset and 2-17 for the

NSL-KDD dataset.
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CICIDS2017 Results

Table 3.7 shows LOF overall experimental results for the CICIDS2017 dataset.

Table 3.7: CICIDS2017 LOF Overall Experimental Results (in %)

PCA n neighbors Contamination Accuracy Precision Recall F1-score ROC-AUC score
2 25 0.10 79.68 56.71 67.93 61.82 75.68
3 10 0.12 80.54 56.73 82.74 67.31 81.29
4 10 0.13 79.55 55.10 84.06 66.57 81.09
5 15 0.10 82.78 60.16 85.57 70.65 83.73
6 10 0.09 83.68 61.87 84.98 71.61 84.12
7 30 0.07 85.65 66.19 83.27 73.76 84.84
8 30 0.07 84.59 63.71 84.47 72.64 84.55
9 35 0.07 84.16 63.15 83.06 71.75 83.79
10 35 0.08 83.50 61.43 85.62 71.54 84.22
11 35 0.08 82.69 60.54 81.96 69.64 82.44
12 35 0.07 83.45 62.23 80.58 70.22 82.47
13 35 0.07 83.48 62.03 81.98 70.62 82.97
14 35 0.07 82.56 60.50 80.56 69.10 81.88
15 35 0.07 82.95 60.90 82.72 70.15 82.88

Table 3.7 shows that the highest precision, F1-score and ROC-AUC score was for 7 PCs

(with contamination value of 0.07 and 30 neighbours), followed by 8 and 9 PCs (with

contamination values of 0.07 for both and 30 and 35 neighbours, respectively). On the other

hand, 2, 3, and 4 PCs had the lowest precision, F1-score and ROC-AUC score. Concerning

the recall results, the highest recall was observed for 10 PCs (with contamination values of

0.08 and 35 neighbours), followed by 5 and 6 PCs (with contamination values of 0.10 and

0.09 and 15 and 10 neighbours, respectively). Moreover, 12, 14 and 2 PCs had the lowest

recall. Therefore, based on the F1-score results, the optimal number of PCs for the LOF

algorithms for the CICIDS2017 dataset is 7.

Figures 3.14 – 3.17 show the best results for each number of PCs used; the red bar rep-

resents the highest results obtained for each measure. Figure 3.13 depicts the results of

precision, recall, F1-score and ROC-AUC measures.
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Figure 3.9: CICIDS2017 Precision Results for LOF-Based Workflow

Figure 3.10: CICIDS2017 Recall Results for LOF-Based Workflow
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Figure 3.11: CICIDS2017 F1-score Results for LOF-Based Workflow

Figure 3.12: CICIDS2017 ROC-AUC Results for LOF-Based Workflow
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Figure 3.13: CICIDS2017 Precision, Recall, F1-score AND ROC-AUC Results For LOF

NSL-KDD Results

Table 3.8 shows LOF overall experimental results for the NSL-KDD dataset.

Table 3.8: NSL-KDD LOF Overall Experimental Results (in %)

PCA n neighbors Contamination Accuracy Precision Recall F1-score ROC-AUC score
2 45 0.33 76.06 70.96 87.83 78.50 76.12
3 5 0.21 82.23 77.18 91.27 83.63 82.28
4 5 0.12 84.31 82.56 86.79 84.62 84.32
5 5 0.16 83.92 79.51 91.16 84.94 83.95
6 5 0.15 85.48 81.47 91.65 86.26 85.51
7 5 0.14 85.53 81.05 92.55 86.42 85.57
8 5 0.14 84.87 80.08 92.65 85.91 84.91
9 5 0.13 84.99 80.44 92.27 85.95 85.03
10 35 0.24 81.99 77.09 90.78 83.38 82.04
11 35 0.24 80.77 75.40 91.07 82.50 80.83
12 10 0.17 84.92 80.53 91.09 85.84 84.95
13 5 0.15 81.46 75.42 93.06 83.31 81.51
14 5 0.13 82.36 76.55 93.04 83.99 82.41
15 5 0.14 82.19 76.14 93.50 83.93 82.25
16 5 0.13 83.35 77.21 94.39 83.94 83.41
17 5 0.13 83.04 76.71 94.64 83.74 83.10

Table 3.8 shows that the highest precision was achieved using 4 PCs (with a contamination

value of 0.12 and 5 neighbours). Furthermore, using 6 and 7 PCs also produced high
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precision results (with 5 neighbours for each and a contamination value of 0.15 and 0.14,

respectively). Concerning the recall results, using 17 PCs produced the highest results (with

a contamination value of 0.13 and 5 neighbours), followed by 16 PCs (with a contamination

value of 0.13 and 5 neighbours) and 15 PCs (with a contamination value of 0.14 and 5

neighbours). For F1-score and ROC-AUC score results, the highest results were obtained

using 7 PCs (with a contamination value of 0.14 and 5 neighbours) followed by 6 and 9

PCs. On the other hand, using 2 PCs had the least precision, F1-score and ROC-AUC

score, while using 4 PCs had the least recall. Thus, based on the F1-score results, the

optimal number of PCs for the LOF algorithms for the NSL-KDD dataset is 7.

Figures 3.14 – 3.17 show the best results for each number of PCs used; the red bar rep-

resents the highest results obtained for each measure. Figure 3.18 depicts the results of

precision, recall, F1-score and ROC-AUC measures.

Figure 3.14: NSL-KDD Precision Results for LOF-Based Workflow
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Figure 3.15: NSL-KDD Recall Results for LOF-Based Workflow

Figure 3.16: NSL-KDD F1-Score Results for LOF-Based Workflow
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Figure 3.17: NSL-KDD ROC-AUC Results for LOF-Based Workflow

Figure 3.18: NSL-KDD Precision, Recall, F1-score AND ROC-AUC Results For LOF

3.5.2 Isolation Forest (iForest)

iForest provides low linear time complexity with a low memory requirement, suiting it

well for detecting network attacks quickly [54]. Furthermore, iForest can deal with high-
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dimensional data with unrelated attributes [54]. These attributes make it ideal for inte-

gration into the proposed UNAD ensemble. iForest module from scikit-learn [147] was

used.

The hyperparameters are contamination factor, n estimators (number of trees) and max samples.

The contamination parameter is the same as for LOF, and n estimators is the number of

trees to be built in the forest [147]. No knowledge about the proportion of outliers in the

training data was assumed. The hyperparameters were optimised using various combina-

tions of values. For the contamination parameter, it was optimised from 0.01 to 0.5 in steps

of 0.01. The number of n estimators was selected from 50 to 450 in steps of 50.

Regarding the max samples parameter, which selects the portion of the training data for

each base estimator [147], proportion settings of 25%, 50%, 75% and 100% were used in

addition to the default setting of 256 samples, which corresponds to 0.05% and 0.63% of the

training set for the CICIDS2017 and NSL-KDD datasets, respectively. The max features

parameter, which controls the number of features to be extracted from the dataset to train

each estimator [147], was set to its default value (1.0) to use all the features to train the

estimators, and the random state parameter was set to a fixed number (42) for results re-

producibility. Once the hyperparameters were optimised and the best combination was

determined, they were applied to the test set for every number of PCs ranging between

2–15 for the CICIDS2017 dataset and 2–17 for the NSL-KDD dataset.

CICIDS2017 Results

Table 3.9 shows the iForest overall experimental results for the CICIDS2017 dataset.
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Table 3.9: CICIDS2017 iForest Overall Experimental Results (in %)

PCA n estimators Contamination max samples Accuracy Precision Recall F1-score ROC-AUC score
2 150 0.28 0.5 71.02 44.96 87.73 59.45 76.71
3 150 0.32 auto (256) 71.45 45.07 81.83 58.12 74.98
4 50 0.31 0.25 70.06 44.04 87.37 58.56 75.95
5 50 0.29 1 70.98 44.80 85.35 58.76 75.87
6 200 0.43 auto (256) 66.9 41.64 91.39 57.21 75.23
7 200 0.35 auto (256) 71.47 45.11 82.04 58.21 75.07
8 350 0.39 auto (256) 69.62 43.47 84.76 57.47 74.77
9 350 0.41 auto (256) 68.08 42.19 85.89 56.58 74.14
10 50 0.34 auto (256) 71.21 44.76 80.77 57.60 74.46
11 400 0.24 0.25 74.44 48.42 84.84 61.65 77.98
12 100 0.33 auto (256) 72.60 46.37 84.02 59.76 76.48
13 350 0.41 auto (256) 69.97 44.12 90.08 59.23 76.81
14 100 0.38 auto (256) 70.79 44.70 87.04 59.07 76.31
15 100 0.38 auto (256) 70.04 44.04 87.72 58.64 76.05

Table 3.9 shows that the highest combined precision, F1-score and ROC-AUC score was

for 11 PCs (with a contamination value of 0.24, 400 estimators and 25% max samples),

followed by 12 PCs (with a contamination value of 0.33, 100 estimators and the default

settings for the max samples). On the other hand, 9, 8 and, 6 PCs had the lowest precision

and F1-score, and 9, 10, and 8 PCs had the lowest ROC-AUC score.

Furthermore, the highest recall was observed for 6 PCs (with contamination value of 0.43,

200 estimators and default setting for max samples), followed by 13 and 2 PCs (with con-

tamination values of 0.41 and 0.28, 350 and 150 estimators and the default settings (256)

and 50% max samples, respectively). Moreover, 10, 3 and 7 PCs had the lowest recall.

Hence, based on the F1-score results, the optimal number of PCs for the iForest algorithms

for the CICIDS2017 dataset is 11 PCs.

Figures 3.19 – 3.22 show the best results for each number of PCs used; the red bar rep-

resents the highest results obtained for each measure. Figure 3.23 depicts the results of

precision, recall, F1-score and ROC-AUC measures.
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Figure 3.19: CICIDS2017 Precision Results for iForest-Based Workflow

Figure 3.20: CICIDS2017 Recall Results for iForest-Based Workflow
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Figure 3.21: CICIDS2017 F1-score Results for iForest-Based Workflow

Figure 3.22: CICIDS2017 ROC-AUC Results for iForest-Based Workflow
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Figure 3.23: CICIDS2017 Precision, Recall, F1-score AND ROC-AUC Results For iForest

NSL-KDD Results

Table 3.10 shows iForest overall experimental results for the NSL-KDD dataset.

Table 3.10: NSL-KDD iForest Overall Experimental Results (in %)

PCA n estimators Contamination max samples Accuracy Precision Recall F1-score ROC-AUC score
2 150 0.15 0.50 87.68 84.63 91.92 88.12 87.70
3 350 0.05 1 92.05 92.91 90.97 91.93 92.05
4 450 0.11 1 90.15 87.88 93.03 90.38 90.17
5 600 0.08 1 91.80 90.62 93.15 91.87 91.80
6 300 0.06 1 92.19 92.37 91.88 92.13 92.18
7 100 0.07 1 91.79 91.52 92.03 91.77 91.79
8 600 0.10 1 90.75 89.15 92.70 90.89 90.76
9 100 0.09 1 90.92 89.90 92.09 90.99 90.93
10 600 0.10 1 90.68 89.14 92.55 90.81 90.69
11 100 0.10 1 91.17 89.25 93.52 91.33 91.18
12 100 0.08 1 91.92 91.02 92.94 91.97 91.93
13 600 0.07 1 91.76 91.55 91.92 91.73 91.76
14 200 0.06 1 92.02 92.08 91.87 91.97 92.02
15 100 0.03 1 92.04 94.76 88.92 91.75 92.03
16 100 0.05 1 92.93 93.13 92.63 92.88 92.93
17 50 0.04 1 92.69 93.85 91.29 92.55 92.69

Table 3.10 shows that the highest precision was obtained using 15 PCs (with a contamina-

tion value of 0.03, 100 estimators and 100% max samples). Additionally, using 17 and 16

PCs also resulted in high precision results (with contamination values of 0.04 and 0.05 and
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100% max samples for both and 150 and 600 estimators, respectively). Concerning the re-

call results, using 11 PCs produced the highest results (with a contamination value of 0.10,

100 estimators and 100% max samples). The second highest recall was achieved using 5

PCs (with contamination value of 0.08, 600 estimators and 100% max samples) followed

by 4 PCs (with contamination parameter of 0.11, 450 estimators and 100% max samples).

Finally, for F1-score and ROC-AUC score results, the highest results were achieved using

16 PCs (with contamination value of 0.05, 100 estimators and 100% max samples), fol-

lowed by 17 and 6 PCs, respectively. In contrast, using 2 PCs had the lowest precision,

F1-score and ROC-AUC score, while using 15 PCs had the lowest recall results. Hence,

based on the F1-score results, the optimal number of PCs for the iForest algorithms for the

NSL-KDD dataset is 16.

Figures 3.24 – 3.27 show the best results for each number of PCs used; the red bar rep-

resents the highest results obtained for each measure. Figure 3.28 depicts the results of

precision, recall, F1-score and ROC-AUC measures.

Figure 3.24: NSL-KDD Precision Results for iForest-Based Workflow
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Figure 3.25: NSL-KDD Recall Results for iForest-Based Workflow

Figure 3.26: NSL-KDD F1-score Results for iForest-Based Workflow
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Figure 3.27: NSL-KDD ROC-AUC Results for iForest-Based Workflow

Figure 3.28: NSL-KDD Precision, Recall, F1-score AND ROC-AUC Results For iForest

3.5.3 Elliptic Envelope

The EE module from scikit-learn [147] was used. The EE hyper-parameter is contamina-

tion, which is the same in LOF and iForest. No knowledge about the proportion of outliers
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in the training data was assumed. The contamination parameter value was selected from

0.01 to 0.5 in steps of 0.01. Once the contamination parameter was optimised and its best

value determined, it was applied to the test set for every number of PCs ranging between

2–15 for the CICIDS2017 dataset and 2–17 for the NSL-KDD dataset.

CICIDS2017 Results

Table 3.11 shows EE’s overall experimental results for the CICIDS2017 dataset.

Table 3.11: CICIDS2017 EE Overall Experimental Results (in %)

PCA Contamination Accuracy Precision Recall F1-score ROC-AUC score
2 0.33 71.55 44.88 76.57 56.59 73.26
3 0.38 68 41.81 81.97 55.37 72.75
4 0.44 69.47 42.79 77.43 55.12 72.18
5 0.42 64.43 40.11 95.06 56.41 74.85
6 0.29 66.68 41.90 97.17 58.55 77.06
7 0.38 64.41 40.10 95.08 56.41 74.85
8 0.47 64.41 40.09 94.97 56.38 74.81
9 0.49 66.64 40.77 83.32 54.75 72.32

10 0.39 62.88 37.94 83.79 52.23 69.99
11 0.45 61.86 37.52 86.44 52.33 70.23
12 0.45 65.40 40.77 94.75 57.01 75.38
13 0.37 68.05 42.20 86.33 56.69 74.27
14 0.49 68.08 42.22 86.39 56.72 74.31
15 0.49 67.71 42.09 88.62 57.07 74.83

Table 3.11 shows that the highest F1-score and ROC-AUC score was seen for 6 PCs (with

a contamination value of 0.44), followed by 15 and 12 for the F1-score and 12, 5 and 7

for the ROC-AUC score. Furthermore, 10, 11 and 9 PCs produced the lowest F1-score

and ROC-AUC score results. Similarly, the highest recall was seen for 6 PCs, followed by

7 and 5 PCs, while 3, 4 and 2 had the lowest recall. Moreover, the highest precision was

observed for 2 PCs (with a contamination value of 0.33), followed by 4 and 14, respectively.

In contrast, the lowest precision was observed for 11, 10 and 8, respectively. Therefore,

based on the F1-score results, the optimal number of PCs for the EE algorithms for the

CICIDS2017 dataset is 11.

Figures 3.29 – 3.32 show the best results for each number of PCs used; the red bar rep-

resents the highest results obtained for each measure. Figure 3.33 depicts the results of
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precision, recall, F1-score and ROC-AUC measures.

Figure 3.29: CICIDS2017 Precision Results for EE-Based Workflow

Figure 3.30: CICIDS2017 Recall Results for EE-Based Workflow
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Figure 3.31: CICIDS2017 F1-score Results for EE-Based Workflow

Figure 3.32: CICIDS2017 ROC-AUC Results for EE-Based Workflow
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Figure 3.33: CICIDS2017 Precision, Recall, F1-score AND ROC-AUC Results For EE

NSL-KDD results

NSL-KDD Elliptic Envelope’s overall experimental results are shown in Table 3.12.

Table 3.12: NSL-KDD EE Overall Experimental Results (in %)

PCA Contamination Accuracy Precision Recall F1-score ROC-AUC score
2 0.34 79.91 75.03 89.57 81.66 79.63
3 0.46 77.44 70.27 95.78 81.07 77.29
4 0.46 76.84 70 94.61 80.46 76.69
5 0.40 77.75 71.68 92.38 80.72 77.63
6 0.44 76.82 70.41 93.18 80.21 76.68
7 0.48 77.86 69.79 98.26 81.73 77.68
8 0.48 77.85 69.96 98.25 81.73 77.67
9 0.48 77.84 69.96 98.23 81.72 77.67
10 0.46 78.89 70.75 99.12 82.57 78.72
11 0.26 81.93 80.13 85.32 82.64 81.90
12 0.29 79.03 77.52 82.26 79.82 79
13 0.25 81.28 80.26 83.38 81.79 81.26
14 0.30 79 77.21 82.78 79.90 78.97
15 0.23 80.33 80.75 80.07 80.41 80.33
16 0.31 78.82 75.83 85.14 80.21 78.77
17 0.27 79.04 78.53 80.42 79.94 79.03

Table 3.12 shows that the highest precision was achieved using 15 PCs (with a contamina-
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tion value of 0.23). The second and third highest were 13 and 11 PCs (with contamination

parameters of 0.25 and 0.26, respectively). Regarding the recall results, using 10 PCs had

the highest results (with a contamination value of 0.46). Furthermore, results were also

high using 8 PCs and 7 PCs (with a contamination value of 0.08 for each). Finally, con-

cerning the F1-score and ROC-AUC score results, the highest results were achieved when

using 11 PCs (with a contamination value of 0.26), followed by 10 and 13 PCs for the

F1-score and 13 and 15 PCs for the ROC-AUC score.

On the other hand, using 8 PCs and 9 PCs had the lowest precision, while using 15 PCs had

the lowest recall results. Finally, using 17 PCs resulted in the lowest F1-score and 2 PCs

the lowest ROC-AUC score. Therefore, based on the F1-score results, the optimal number

of PCs for the EE algorithms for the NSL-KDD dataset is 11.

Figures 3.34 – 3.37 show the best results for each number of PCs used; the red bar rep-

resents the highest results obtained for each measure. Figure 3.38 depicts the results of

precision, recall, F1-score and ROC-AUC measures.

Figure 3.34: NSL-KDD Precision Results for EE-Based Workflow
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Figure 3.35: NSL-KDD Recall Results for EE-Based Workflow

Figure 3.36: NSL-KDD F1-score Results for EE-Based Workflow
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Figure 3.37: NSL-KDD ROC-AUC Results for EE-Based Workflow

Figure 3.38: NSL-KDD Precision, Recall, F1-score AND ROC-AUC Results For EE
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3.6 Initial Experiments: Evaluation and Discussion

The results presented in Table 3.13 and Table 3.14 depict the highest results achieved for the

evaluated anomaly detection algorithms for the CICIDS2017 and the NSL-KDD datasets.

LOF and iForest were chosen as base anomaly detectors for UNAD.

Table 3.13: Classifiers’ Highest Results for the CICIDS2017 (in %)

Classifier PCA Accuracy Precision Recall F1-score ROC-AUC score
LOF 7 85.65 66.19 83.27 73.76 84.84

iForest 11 73.82 47.73 84.86 61.09 77.58
EE 6 66.65 41.90 97.17 58.55 77.06

Table 3.14: Classifiers highest Results for the NSL-KDD (in %)

Classifier PCA Accuracy Precision Recall F1-score ROC-AUC score
LOF 7 85.53 81.05 92.55 86.42 85.57

iForest 16 92.93 93.13 92.63 92.88 92.93
EE 11 81.93 80.13 85.32 82.64 81.90

LOF was chosen because, in the CICIDS2017, it achieved a relatively good F1-score at

7 PCs on its own, at 73.76% and a relatively high recall with 83.27%. Furthermore, the

precision of LOF is moderate, at 66.19%. Likewise, LOF achieved comparatively high re-

sults in all measures using 7 PCs in the NSL-KDD dataset. The F1-score obtained 86.42%,

recall obtained 92.55% and precision was 81.05%.

Concerning the evaluation of the iForest algorithm, for the CICIDS2017 dataset, the F1-

score is moderate at 61.09% using 11 PCs. The recall is high at 84.86%, yet precision is

relatively low at 47.73%, meaning that about half the anomaly alarms are false alarms. On

the other hand, iForest performed very well and achieved high results on the NSL-KDD

dataset, with all measures reaching over 90% using 16 PCs. The F1-score was 92.88%,

and the results achieved for the recall and precision were 92.63% and 93.13%, respec-

tively.

The EE achieved the lowest F1-score of all anomaly detectors for both datasets. It achieved

58.55% at 6 PCs and 82.64% at 11 PCs for CICIDS2017 and NSL-KDD datasets, respec-

tively. The precision results for CICIDS2017 were 41.90% and 80.13% for the NSL-KDD
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dataset. The recall measure had the highest recall among all anomaly detectors. The CI-

CIDS2017 dataset achieved 97.17%, and the NSL-KDD dataset achieved 85.32%.

Overall, EE achieved a very low precision and the lowest F1-score among all anomaly

detectors in the CICIDS2017 dataset. Similarly, EE achieved the lowest results on all

measures in the NSL-KDD dataset. Furthermore, since EE is more effective on Gaussian

distributed datasets, it will not perform well on data streams because the data stream distri-

bution can change over time due to concept drift. Hence, the EE classifier is highly likely

to be counterproductive in the UNAD ensemble and, therefore, was excluded.

Although the anomaly detector candidates were optimised with F1-score as a target, ROC-

AUC was included in the evaluation metrics since it is frequently used in ML literature.

However, the ROC-AUC measure is used in the case of having a balanced dataset. Inter-

estingly, in all cases, using ROC-AUC rather than F1-score would have led to the same

outcomes.

3.7 Initial Experiments: Summary

This section summarises the preliminary experiments that evaluated the outlier detection

algorithms. Table 3.15 shows the classifiers’ hyperparameters range values and the number

of steps used in the experiments.

Table 3.15: Classifiers Hyperparameter Range Values

Classifier Hyperparameter Range Step Size

LOF Contamination
n neighbors

[0-0.5]
[5-50]

0.01
5

iForest
Contamination
n estimators
max samples

[0-0.5]
50-600

auto, 25%-100%

0.01
50

25%
EE Contamination [0-0.5] 0.01
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Table 3.16 depicts the classifiers’ best hyperparameters settings and the chosen principal

components for each classifier for the CICIDS2017 dataset.

Table 3.16: CICIDS2017 Best Hyperparameter values and Principal Components

Classifier PCA Hyperparameter Value

LOF 7
Contamination

n neighbors
0.07
30

iForest 11
Contamination
n estimators
max samples

0.24
400
25%

EE 6 Contamination 0.44

Table 3.17 illustrates the classifiers’ best hyperparameters settings and the chosen principal

components for each classifier for the NSL-KDD dataset.

Table 3.17: NSL-KDD Best Hyperparameter values and Principal Components

Classifier PCA Hyperparameter Value

LOF 7
Contamination

n neighbors
0.14

5

iForest 16
Contamination
n estimators
max samples

0.05
100

100%
EE 11 Contamination 0.26

3.8 Chapter Summary

This chapter introduced the research methodology with its three components to address the

research hypotheses. Next, it provided in-depth details regarding each component of the

system. The first component was the unsupervised bagging ensemble UNAD, which aims

to detect unknown network attacks, and the second is the supervised component which aims

to improve the overall detection rate. The third component aims to explain the predictions

made by the model to the domain expert locally and globally.

In addition, this chapter introduced the evaluated anomaly detection algorithms. Further-

more, the datasets used to evaluate the system’s framework were introduced by providing

an in-depth description and analysis of the type and the number of attacks and features for
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each dataset. This chapter also explained the preprocessing steps applied for each dataset

before training the models. It then presented the results of the evaluated anomaly detec-

tion algorithms and the adopted ones. Finally, the initial experiments were summarised,

showing the classifiers’ best hyperparameter values and principal components used in each

dataset.
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Chapter 4

Unsupervised Ensemble Learner

Architecture for Unknown Attack

Detection

This chapter aims to answer RQ1 and RQ2 of this thesis. First, it discusses the proposed

unsupervised ensemble learner UNAD’s architecture and workflow. It then compares its

results with stand-alone algorithms LOF and iForest, which performed the best in the F1-

score results in the initial experiments. It also provides an empirical evaluation of the

UNAD ensemble using two results combiner methods, Majority Voting and Weighted Ma-

jority Voting. Furthermore, this chapter compares and summarises the results of these two

methods. This chapter concludes by recommending the best methods to use for UNAD as

a results combiner, based on the results.

4.1 The UNAD Approach

4.1.1 UNAD Workflow

For the UNAD workflow, both CICIDS2017 and NSL-KDD datasets were preprocessed

as described in Section 3.4. Next, each dataset was projected on the best number of PCs
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achieved in the experiments outlined in Chapter 3. For the CICIDS2017 dataset, that means

7 PCs for the LOF and 11 for the iForest, and for the NSL-KDD dataset, 7 PCs for the LOF

and 16 for the iForest. Furthermore, diversity among each type of base learner was created

through the bagging ensemble method.

Bagging was chosen over other methods, as discussed in Section 2.5, since it reduces vari-

ance and thus avoids overfitting [81]. A boosting method may decrease the model’s gen-

eralisation performance, hence, overfitting the model [167]. In addition, boosting methods

perform poorly in noisy datasets [168]. Overall, boosting methods aim to build an ensem-

ble from weak learners that performs well on the dataset, but creating many iterations for

the boosting ensemble may produce a very complex classifier, leading to a considerably

less accurate model than a stand-alone classifier [167].

Concerning the option of a stack generalisation ensemble method, this method is limited

in that the best or optimal combination of base learner classifiers and the meta-classifier

must be chosen [169]. Furthermore, tuning the classifiers’ hyperparameters in the stack

generalisation ensemble is a time-consuming process [169]. Although this problem can be

resolved using exhaustive search methods such as genetic algorithms, ant colonies or arti-

ficial bee colonies, these methods have the limitation of a high computational complexity

[170]. Moreover, the stack generalisation ensemble requires a minimum of three algo-

rithms to create the ensemble two base classifiers and a meta-classifier (2+1). The UNAD

ensemble, by contrast, comprises two algorithms only, LOF and iForest, which performed

the best in the initial experiments.

For each base learner, bagging was applied to benign/normal data instances. Figure 4.1

illustrates the UNAD’s Workflow.
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Figure 4.1: Proposed UNAD workflow
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UNAD is formed of 100 base learners—50 LOF and 50 iForest; the number of base learners

was selected based on the optimum results achieved, which are discussed in the remainder

of this chapter. UNAD uses the bootstrap sample with replacement method; hence, each

base learner in UNAD is trained on random data samples from the training set. Further-

more, the set of parameters that produced the highest results in the initial experiments

stage is used for UNAD’s base learners. Although the combination of parameters might

be selected again for other base learners, however, as UNAD uses random samples with

replacement, these base learners will be trained on different training samples.

UNAD uses a Majority Voting method of all 100 base learners as a results combiner to

classify the flow as either benign/normal or attack. Further, there is an equal vote per base

learner instance and per classification. The exact number of base learners for LOF and

iForest was chosen to mitigate bias towards one type of base learners; hence there is an

even number of base learners.

UNAD includes a set of heterogeneous base learners for the LOF algorithm by selecting

a different combination of hyperparameter values for each base learner. Concerning the

CICIDS2017 dataset, the hyperparameter values that produced the top three results using 7

PCs are considered, which are as follows:

• Nearest Neighbours: 25, 30 and 40

• Contamination: 0.06, 0.07 and 0.08

Furthermore, for the NSL-KDD dataset, like the CICIDS2017 dataset, the hyperparam-

eter values that produced the top three results using 7 PCs are considered, which are as

follows:

• Nearest Neighbours: 5

• Contamination: 0.14, 0.15 and 0.16

Regarding the iForest algorithm, as with the LOF, UNAD includes a set of heterogeneous

base learners for the iForest algorithm by selecting a different combination of hyperparam-

eter values for each base learner.
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Concerning the CICIDS2017 dataset, the hyperparameter values that produced the top three

results using 11 PCs are considered, which are as follows:

• Number of estimators: 150, 350 and 400.

• Max samples: 25%

• Contamination: 0.24

Finally, for the NSL-KDD dataset, the hyperparameter values that produced the top three

results using 16 PCs are considered, which are as follows:

• Number of estimators: 100, 150 and 200.

• Max samples: 100%

• Contamination: 0.05 and 0.06.

4.1.2 Experimental Evaluation of UNAD

CICIDS2017 Results

Table 4.1 depicts UNAD experiment results for the CICIDS2017 dataset compared with

the best stand-alone LOF and iForest results.

Table 4.1: CICIDS2017 LOF, iForest and UNAD Results Comparison (in %)

Measure(%) Method LOF iForest UNAD
Accuracy 85.65 73.82 87.23
Precision 66.19 47.73 70.99
Recall 83.27 84.86 79.92
F1-score 73.76 61.09 75.19
ROC-AUC 84.84 77.58 84.74

Although the UNAD’s recall was slightly lower than that of its stand-alone algorithms

(79.92%), LOF and iForest, the precision was considerably improved (70.99%), and there

was also improvement in the F1-score (84.74%). The improvement in the F1-score is due

to the considerable improvement in the precision results.
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Figure 4.2 illustrates the percentage of identified benign cases and detected attacks using

the UNAD ensemble.

Figure 4.2: UNAD Detected Benign and Attacks on CICIDS2017 Dataset

UNAD detected all the heartbleed attacks and almost all the portscan attacks (99.63%).

UNAD was also able to identify 89.56% of the benign flow. DDoS and DoS detection rates

were between 77.16% and 72.15% except for DoS Slowloris and DoS Slowhttptest, which

were 68.19% and 57.82%, respectively. Attacks under the Web Attack category were the

least detected, with 8.89% for Brute Force, 3.37% for XSS, and none of the SQL Injection

attacks was detected.

NSL-KDD Results

Table 4.2 depicts the ensemble experiments results for the NSL-KDD dataset compared

with the best stand-alone LOF and iForest results.
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Table 4.2: NSL-KDD LOF, iForest and UNAD Results Comparison (in %)

Measure(%) Method LOF iForest UNAD
Accuracy 85.53 92.93 93.45
Precision 81.05 93.13 93.90
Recall 92.55 92.63 92.86
F1-score 86.42 92.88 93.38
ROC-AUC 85.57 92.93 93.44

Table 4.2 shows that the iForest algorithm performed better than the LOF algorithms in

all measures, with all measures above 92%. Furthermore, UNAD outperformed its base

learners on all measures, with all measures over 93% except for the recall, which was

92.86%.

Figure 4.3 shows the percentage of identified normal cases and detected attacks using the

UNAD ensemble.

Figure 4.3: UNAD-Detected Benign and Attacks on NSL-KDD Dataset

UNAD detected almost all the probe attacks (99.03%) and identified more than 90% of the

normal flow and DoS attacks with 94.03% and 96.16% detection rates. The detection rate

for the U2R was high at 77.23%. Finally, UNAD detected over 50% of R2L attacks, which

was the lowest detection rate among all other attack types.
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Although there were an overall high precision, recall and F1-scores, the proportion of iden-

tified attacks varied significantly from one attack type to another. Nevertheless, all attack

types were identified by UNAD (except the SQL injection on the CICIDS2017 dataset).

However, considering that UNAD had never been introduced to or trained on any of the at-

tacks included in the test set, it performed relatively well, finding all attacks with high

precision, recall and F1-score. In addition, almost all attack types are represented by

UNAD.

4.1.3 UNAD Current Limitation

Since UNAD uses the Majority Voting as a results combiner and each base learner has equal

voting (50 base learners for LOF and 50 for iForest), ties were a significant limitation for

UNAD, causing it to abstain from classification when uncertain. The UNAD majority vote

combiner is biased towards benign/normal flow, represented by the value of ‘0’ in the label

feature in the dataset, meaning that if a tie occurs, UNAD will choose ‘0’ for that instance.

Table 4.3 and Table 4.4 depict analysis of the tie instances for both datasets, showing the

count and percentage of the abstained attack type.

Table 4.3: CICIDS2017 Traffic Type Instances Abstained from Detection

Type Count Percentage (%)
BENIGN 164,062 18.8
DDoS 2,660 4.1
FTP-Patator 1,552 39.1
DoS Slowhttptest 1,157 42.1
SSH-Patator 962 32.6
DoS GoldenEye 882 17.1
DoS Hulk 753 0.7
DoS Slowloris 632 21.8
Web Attack: Brute Force 607 80.5
Web Attack: XSS 303 92.9
PortScan 260 0.3
Bot 19 1.9
Infiltration 8 44.4
Web Attack: SQL Injection 2 20
Total 173,859
Total Abstained (%) 15.1
Ratio Abstained (Benign : Attack) 17:1
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Table 4.4: NSL-KDD Traffic Type Instances Abstained from Detection

Type Count Percentage (%)
Normal 453 2.6
DoS 137 1.1
Probe 3 0.09
R2L 294 2.7
U2R 1 0.5
Total 888
Total Abstained (%) 2.5
Ratio Abstained (Normal : Attack) 1:1

Table 4.3 shows that UNAD abstained from detecting 173,859 instances, or 15.1% of the

entire testing set for the CICIDS2017. Furthermore, the ratio of benign flow to attacks in the

abstained data was 17:1. Concerning the NSL-KDD dataset, Table 4.4 indicates that UNAD

abstained from detecting 888 instances, or 2.5% of the entire testing set. Additionally, the

ratio of normal flow to attacks in the abstained data was equal, with a ratio of 1:1.

4.2 UNAD with Weighted Majority Voting to Overcome

Abstaining Limitation

4.2.1 The UNAD WMV Workflow

As previously discussed, UNAD’s major limitation is that it abstains from classifying some

data instances due to the equal number of base learners. Therefore, to overcome this limita-

tion, a Weighted Majority Voting function was implemented, in which the F1-score of each

base learner in the UNAD is used as the weighted vote for each data instance. Hence, the

problem of ties and biased voting resulting from the use of Majority Voting in the UNAD

ensemble was eliminated. Figure 4.4 shows the updated UNAD workflow in which the

Majority Voting method was replaced by the Weighted Majority Voting method as a results

combiner.
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Figure 4.4: updated UNAD Workflow
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4.2.2 Comparative Analysis of UNAD with Majority Voting versus

UNAD with Weighted Majority Voting

Once the results combiner method was changed, the same experiments were repeated as

described in Section 4.2.1.

CICIDS2017 Results

Table 4.5 compares the stand-alone algorithms used as base learners in the UNAD, the

UNAD results using the Majority Voting method (UNAD MV) as a results combiner and

the UNAD results using the Weighted Majority Voting method (UNAD WMV) as a results

combiner, all evaluated on the CICIDS2017 dataset.

Table 4.5: Comparison of Stand-alone Algorithms, UNAD MV and UNAD WMV on CI-
CIDS2017

Measure LOF iForest UNAD MV UNAD WMV
Accuracy 85.65 73.82 87.23 86.84
Precision 66.19 47.73 70.99 69.57
Recall 83.27 84.86 79.92 81.14
F1-score 73.76 61.09 75.19 74.91
ROC-AUC 84.84 77.58 84.74 84.90

The results indicate that UNAD MV method results were marginally higher than the UNAD

WMV method results on all measures except for the recall measure. However, UNAD

WMV performed better than the stand-alone algorithms, except for the recall measure.

Figure 4.5 illustrates the detection percentage using UNAD MV and UNAD WMV for the

CICIDS2017 dataset.
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Figure 4.5: Comparison of UNAD MV and WMV Results for CICIDS2017 Dataset

The results for both methods were nearly identical, with an average difference of around

1% for most attacks. MV performed better in detecting Bot and DoS Goldeneye attacks

at 61.96% and 75.81%, respectively. MV and WMV showed the same detection rate for

Infiltration (44.44%) and Heartbleed attacks (100%). However, WMV outperformed MV

in detecting FTP-Patator and SSH-Patator attacks; the detection rate for WMV for the SSH-

Patator attack was more than double that of the MV. Finally, WMV detected 10% of the

SQL injection attacks whereas, as previously pointed out, UNAD MV did not detect any of

the SQL injection attacks.

NSL-KDD Results

Table 4.6 compares the stand-alone algorithms used as base learners in the UNAD, UNAD

MV as a results combiner and UNAD WMV as a results combiner, evaluated on the NSL-

KDD dataset.
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Table 4.6: Comparison of Stand-alone Algorithms, UNAD MV and UNAD WMV on NSL-
KDD Dataset

Measure LOF iForest UNAD MV UNAD WMV
Accuracy 85.53 92.93 93.45 93.22
Precision 81.05 93.13 93.90 93.52
Recall 92.55 92.63 92.86 92.80
F1-score 86.42 92.88 93.38 93.16
ROC-AUC 85.57 92.93 93.44 93.22

The table shows that UNAD MV results were slightly higher than UNAD WMV on all

measures. However, UNAD WMV performed better than the stand-alone algorithms.

Figure 4.6 shows the detection percentage using UNAD MV and UNAD WMV for the

NSL-KDD dataset.

Figure 4.6: UNAD MV and WMV Results Comparison for NSL-KDD Dataset

Probe attacks had the highest detection rate for both methods, with 99.03% for MV and

98.83% for WMV, followed by DoS attacks, with just over 96% detection rate for each.

Moreover, the detection rate for normal flow was very high (at 94.09% and 93.63% for MV

and WMV, respectively). Furthermore, the U2R attack detection rate was high, just over

77% for each. In contrast, R2L attacks had the lowest detection rate for both methods, with
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just over 51%. Overall, both MV and WMV performed nearly the same in detecting all

attack types in the NSL-KDD dataset.

In conclusion, although UNAD WMV performed slightly less well than UNAD MV, it can

be seen that WMV overcame two major limitations of WV. First, the MV would abstain

from voting when encountered ties; this limitation led to the second major limitation, which

is that WV was biased towards benign/normal flow when abstaining from voting. This bias

explains the slightly higher results, as the number of benign/normal flow is high in the

dataset. By contrast, WMV produced more accurate, unbiased results by using the weight

as a mechanism for voting. Finally, UNAD WMV was able to detect one SQL injection

(1 out 10), which might help the system’s second component (the supervised classifier) to

detect any future attack of the same type.

4.3 Chapter Summary

This chapter addressed RQ1 and RQ2 of this thesis by introducing UNAD, the unsupervised

ensemble learner for detecting unknown attacks, which acts as the first component of the

system. Furthermore, it explained the workflow and internal process of UNAD, showing

the number of principal components and the set of hyperparameters chosen for each dataset.

It also compared UNAD with its stand-alone algorithms’ results.

MV was used as the results combiner method for UNAD before the problems of abstention

from classification when ties were encountered and biased voting surfaced. Thus, WMV

was implemented to mitigate these limitations. Furthermore, a comparative analysis has

been conducted to compare the results of the two approaches; the results showed that the

WMV overcame the MV issue and provided more solid and accurate results. Another

significant improvement for UNAD when using WMV as a results combiner was that it

detected SQL injection attacks, which UNAD MV could not detect. In conclusion, this

chapter shows that the developed UNAD ensemble can detect new attack types that have

not been encountered with a high detection rate. The next chapter will introduce and discuss

the system’s second and third components.
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Chapter 5

Improving UNAD Detections and the

System Transparency

This chapter aims to answer RQ3 and RQ4 of this thesis. First, it presents the supervised

model, the second component, where the primary goal is to boost the overall results and

improve the detection rate. It also presents the explainable component, the third compo-

nent, which aims to explain the decision made by the model in a human-understandable

way.

First, this chapter explains the second component’s workflow and discusses its steps in

detail. Next, it presents the evaluated classifiers and compares and summarises their re-

sults. In addition, it provides further analysis of the second component’s selected classifier

by showing the percentage of the detected attacks for both CICIDS2017 and NSL-KDD

datasets. Regarding the third component, the chapter discusses and highlights the impor-

tance of explainability in ML and the benefits of including it as part of the system. Finally,

this chapter describes the two types of explainability included in this thesis—Local and

Global—and provides an example of both types.
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5.1 Detailed Workflow of the Second Component

Once the UNAD step is completed, the detected data instances in this step are passed to

the second component of the system. However, before proceeding with the second compo-

nent, a domain expert with knowledge of networks and ML techniques checks a subsample

of UNAD’s results, ensuring that the supervised model is given error-free data instances.

Once verified, this data is combined with UNAD’s training set, which contains only be-

nign/normal flow. Afterwards, the features are normalised between [0-1] using MinMaxS-

caler from scikit-learn [147] so that they have equal importance, while keeping the format

of the original data distribution.

Next, feature selection was performed to reduce the number of features by eliminating any

redundant or irrelevant features, thus enhancing the model performance. In addition, fea-

ture selection lowers the computational cost and the required storage [118, 119, 120], which

makes it suitable for dealing with a large and complex dataset. For this, the filter feature

selection method is considered. The filter method is fast and can help overcome the over-

fitting issue when training the model [118]. Furthermore, in the filter method, the selection

of the features is independent of the ML model, since it can select the relevant features in

general regardless of the chosen ML model [118]. Information Gain (IG) feature selection

was used; IG measures the dependency between features and labels by calculating the in-

formation gained between the features and the class labels [120]. Consequently, a feature

is considered relevant to the class if it has a high IG. IG is known for its computational

efficiency and simplicity of interpretation [120].

Table 5.1 and Table 5.2 show the IG for the top 30 features for the CICIDS2017 and NSL-

KDD datasets, ordered from the highest to the lowest. All CICIDS2017 and NSL-KDD

datasets features and their corresponding IG are available in Appendix C.1 and Appendix

D.1.
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Table 5.1: CICIDS2017 IG for Top 30 Features

No. Feature IG No. Feature IG
1 Average Packet Size 0.5794 16 Avg Fwd Segment Size 0.4246
2 Packet Length Variance 0.5758 17 Fwd Packet Length Mean 0.4245
3 Packet Length Std 0.5753 18 Flow Bytes/s 0.3908
4 Packet Length Mean 0.5545 19 Flow IAT Max 0.3894
5 Total Length of Bwd Packets 0.5158 20 Flow Duration 0.3613
6 Subflow Bwd Bytes 0.5156 21 Fwd IAT Max 0.3478
7 Bwd Packet Length Mean 0.5021 22 Flow Packets/s 0.3368
8 Avg Bwd Segment Size 0.5020 23 Bwd Header Length 0.3368
9 Total Length of Fwd Packets 0.4973 24 Fwd Packets/s 0.3346
10 Init Win bytes backward 0.4825 25 Fwd IAT Total 0.3343
11 Bwd Packet Length Max 0.4797 26 Bwd Packets/s 0.3334
12 Max Packet Length 0.4790 27 Fwd Header Length 0.3236
13 Init Win bytes forward 0.4569 28 Fwd IAT Mean 0.3154
14 Fwd Packet Length Max 0.4549 29 Flow IAT Mean 0.3148
15 Subflow Fwd Bytes 0.4326 30 Flow IAT Min 0.2968

Table 5.2: NSL-KDD IG for Top 30 Features

No. Feature IG No. Feature IG
1 src bytes 0.5414 16 dst host same src port rate 0.2093
2 dst bytes 0.4302 17 flag s0 0.1929
3 dst host same srv rate 0.3372 18 dst host srv diff host rate 0.1874
4 same srv rate 0.3274 19 service private 0.1728
5 dst host diff srv rate 0.3267 20 dst host count 0.1447
6 diff srv rate 0.3266 21 dst host rerror rate 0.1209
7 flag sf 0.3224 22 srv diff host rate 0.1150
8 logged in 0.2890 23 dst host srv rerror rate 0.1150
9 dst host srv count 0.2829 24 rerror rate 0.0950
10 dst host serror rate 0.2574 25 srv rerror rate 0.0881
11 count 0.2436 26 flag rej 0.0574
12 serror rate 0.2303 27 srv count 0.0508
13 dst host srv serror rate 0.2244 28 service domain u 0.0494
14 srv serror rate 0.2108 29 duration 0.0374
15 service http 0.2093 30 service smtp 0.0321

Subsequently, the ratio of attacks to benign/normal flow is evaluated, because the data in

the CICIDS2017 dataset, which comprises 529,445 benign flows, is combined with the

detected data instances from UNAD’s (TP) and (TN), and the training set in the NSAL-

KDD dataset is combined with the detected data instances from UNAD’s (TP) and (TN).

This step is crucial, as it determines if the combined dataset needs to be balanced before

training the supervised model, as training the model on an imbalanced dataset can bias
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model and lead to incorrect results [122]. Table 5.3 depicts the proportion of UNAD’s

training set, detected attacks and benign/normal data instances in the CICIDS2017 and

NSL-KDD datasets and their ratio.

Table 5.3: CICIDS2017 and NSL-KDD Data Distribution Ratio

Dataset CICIDS2017 NSL-KDD

Class/Label Attacks Benign Attacks Normal

UNAD’s training set 0 529,445 0 40,405
UNAD’s TP and TN 225,794 772,077 16,224 16,533

Total 225,794 1,301,522 16,224 56,938
Ratio 1 6 1 3.5

Table 5.3 shows that both CICIDS2017 and NSL-KDD datasets are imbalanced. For the

CICIDS2017 dataset, the proportion of attacks to benign flow is 1:6, while for the NSL-

KDD, the ratio is 1:3.5. Hence, both datasets require balancing before training the model.

SMOTE (Synthetic Minority Oversampling TEchnique) was applied to the training set,

after the feature selection process. SMOTE is an oversampling method where the minor-

ity class is oversampled by adding more synthetic data instances [171]. The advantage

of SMOTE is that it synthetically oversamples the minority class rather than creating du-

plicates; it creates broader decision regions, therefore ensuring more representation of the

minority class and improvement for the minority class accuracy [171].

To perform the oversampling of the minority class, the SMOTE class from the imblearn

package [172] is used. The hyperparameters are k neighbors, which assigns the number

of nearest neighbours to construct synthetic samples, and the sampling strategy, which

deals with sampling information to resample the data [172]. The former parameter was

left to its default value (k = 5). In contrast, the latter parameter was set to minority, hence

oversampling the minority class. Furthermore, the random state parameter was set to a

fixed number (42) for results reproducibility. Once applied, attack and benign/normal flow

had an equal ratio (1:1).
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Concerning the second component’s classifier selection, four supervised algorithms were

considered, which are expected to provide high performance: RF, AdaBoost, NB and KNN.

As mentioned in Section 3.1, the second component aims to enhance the system’s over-

all detection. The selection of the supervised model is based on the highest F1-score

achieved.

For the feature selection, a “for loop” iterates over the ordered features from the feature

selection method (highest IG to lowest IG). One feature from the list is added to the loop

in each iteration. The first iteration starts with the highest five IG features and repeats by

adding one feature every iteration, until the best 30 features are assessed. Furthermore, to

avoid overfitting and to accurately assess the evaluated models, 10-fold cross-validation is

applied on every iteration [173]. In addition to cross-validation, the Grid Search method

is used to optimise the model hyperparameters and search for the best combination of

hyperparameters. Once all sets of features and model hyperparameters are evaluated, the

model with the highest F1-score will be used as the second component’s classifier. Figure

5.1 illustrates the second component’s detailed workflow.
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Figure 5.1: Detailed Workflow of Second Component

105



5.1.1 Research Models’ Hyperparameters

The model’s hyperparameter tuning is crucial to the model’s training phase, as it signifi-

cantly influences the performance of the ML model. All models were implemented using

the scikit-learn library [147]. Hyperparameters for the four models are described in the

scikit-learn documentation [147] as follows:

1. RandomForest hyperparameters:

• n estimators: The number of trees to be built (used) in the forest.

• max depth: The maximum depth of a tree in the RF.

• max samples: The number of data samples chosen to train the base estimators.

• min samples split: Determines the minimum number of data samples needed

to split an internal tree node.

• max features: Determines the number of random subsets of features to con-

sider when splitting the tree nodes.

• min samples leaf: The minimum number of data samples needed to be at a

tree leaf node.

2. AdaBoost hyperparameters:

• base estimator: The algorithm used in the AdaBoost as a base learner.

• n estimators: The number of base learners used in the AdaBoost ensemble

• learning rate: Determines the weight applied to each base learner in the boost-

ing process, aiming to reduce the contribution of each base learner in the en-

semble.

3. Naive Bayes hyperparameters: No hyperparameters to tune

4. KNN hyperparameters:

• n neighbors: Number of nearest neighbours needed to classify each data sam-

ple
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• weights: Weight function used in prediction, which has two weighing options:

– Uniform: All data instances in each neighbourhood have equal weight,

– Distance: Weight data instances by the opposite of their distance; closer

neighbours will have a more significant impact than farther neighbours.

Table 5.4 summarises the classifiers’ hyperparameter range values and the number of steps

used in the experiments.

Table 5.4: Second Component Classifiers Hyperparameters

Classifier Hyperparameter Range Step Size

RandomForest

n estimators
max depth
max samples
min samples split
max features
min samples leaf

100-500
Default (None), 5-15

Default (None)
2-8

Default (sqrt)
Default(1), 2-6

50
5
-
2
-
2

AdaBoost
base estimator
n estimators
learning rate

Default (DecisionTreeClassifier)
50-500
0.1 -1

-
50
0.1

Naive Bayes No hyperparameters to tune - -

KNN n neighbors
weights

5-30
’uniform’,’distance’

5
’uniform’,’distance’

5.1.2 Evaluation and Results of Second Component

This section presents the set of hyperparameters selected for each classifier that provided

the highest results, plus the overall results for the CICIDS2017 and NSL-KDD datasets.

Table 5.5 shows the classifiers’ best set of hyperparameters for the CICIDS2017 and NSL-

KDD datasets.
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Table 5.5: Classifiers’ Best Set of Hyperparameters

Classifier Hyperparameter CICIDS2017’s value NSL-KDD’s value

RandomForest

n estimators
max depth
max samples
min samples split
max features
min samples leaf

100
10

Default (None)
8

Default (Sqrt)
2

300
15

Default (None)
4

Default (Sqrt)
1

AdaBoost
base estimator
n estimators
learning rate

Default (DecisionTree)
400
0.9

Default (DecisionTree)
500
1

Naive Base No hyperparameters to tune - -

KNN n neighbors
weights

15
Uniform

15
Distance

Table 5.6 and Table 5.7 show the highest results obtained for each classifier on the testing

set for CICIDS2017 and NSL-KDD datasets.

Table 5.6: Overall Results: CICIDS2017 Second Component Classifiers (in %)

Classifier No of features Accuracy Precision Recall F1-score ROC-AUC score
RandomForest 18 93.86 96.69 85.22 90.59 91.83

AdaBoost 16 75.85 59.55 94.79 73.15 80.28
Naive Bayes 21 49.12 40.32 97.16 60.37 60.37

KNN 17 84.67 72.52 89.88 80.27 85.89

Table 5.6 shows that the RF classifier achieved the highest results on all measures, using

18 features, compared with the other classifiers with an F1-score of 91.83%. The second

best was the KNN classifier, using 17 features with an F1-score of 85.89%. Next came the

Adaboost classifier, which achieved an F1-score of 80.28%, using 16 features. Finally, NB

had the lowest F1-score of 60.37%, using 21 features.

Table 5.7: Overall Results: NSL-KDD Second Component Classifiers (in %)

Classifier No of features Accuracy Precision Recall F1-score ROC-AUC score
RandomForest 11 74.02 69.76 89.67 78.47 73.10

AdaBoost 23 61.69 63.06 66.22 64.60 61.42
Naive Bayes 10 45.15 48.51 63.51 55.01 44.07

KNN 12 65.04 65.73 70.59 68.07 64.72
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Table 5.7 shows that the RF classifier achieved the highest results on all measures, using

11 features, compared to the other three classifiers with an F1-score of 78.47%. Next came

the KNN classifier, using 12 features, with an F1-score of 68.07%. However, the F1-score

in the RF was significantly higher than in the KNN classifier, with a difference of around

10%. Finally, the AdaBoost classifier achieved an F1-score of 64.60%, using 23 features.

NB had the lowest results on all measures, with an F1-score of 55.01

Overall, the RF classifier achieved the highest results on all measures for both datasets,

except for the recall measure on the CICIDS2017 dataset, where the NB classifier had

the highest recall. However, the RF classifier still provided a high recall (85.22%) and

outperformed the NB classifier on all other measures. Therefore, based on the experimental

results, the RF classifier is selected as the second component’s classifier to boost the overall

results and improve the detection rate for the system.

CICIDS2017 Results Analysis

Figure 5.2 illustrates the percentage of identified benign and attacks flow on the CICIDS2017

dataset using the second component’s classifier.

Figure 5.2: Second Component Result Analysis for the CICIDS2017 Dataset
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The RF classifier detected most attack types (10 out of 14). It detected almost all DDoS

attacks (99.40%). Detection rates for DoS slowloris and benign flows were also high, at

98.56% and 98.45%, respectively, followed by FTP-Patator at 97.18% and SSH-Patator at

96.52%. The detection rate for DoS Slowhttptest was just over 94%, and the detection rate

for DoS Hulk was high at 85.11%. DoS GoldenEye and Portscan attacks achieved low

results, 35.28% and 10.79%. The Bot attacks’ detection rate was under 1%. Finally, the RF

classifier could not detect any web attacks (brute force, SQL injection, XSS) or infiltration

attacks.

NSL-KDD Results Analysis

Figure 5.3 illustrates the percentage of identified normal and attacks flow on the NSL-KDD

dataset using the second component’s classifier.

Figure 5.3: Second Component Result Analysis for the NSL-KDD Dataset
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The RF classifier detected all attacks on the NSL-KDD attacks. It detected almost all DoS

attacks at 98.55% and 95% of the Probe attacks. Furthermore, the detection rate for R2L

and U2R attacks was high at 84.18% and 73.33%, respectively. Finally, the RF classifier

detected more than half of the normal flow, at 56.53%.

Overall, the RF classifier performed very well with high results for benign/normal and most

attack types. Concerning the CICIDS2017 dataset, the results were high for the benign

and varied from one attack type to another. For the NSL-KDD, the normal flow result was

moderate and high for all attack types. Further discussion of the results for the RF classifier

appears in Chapter 6.

5.2 Explainability Component

This section describes the explainable component, the third component of the system. The

explainable component provides domain experts with two types of explanations related to

the decision made by the classifier. The first type is local explainability, which aims to

explain any single prediction made by the model. The second type is global explainability,

which aims to explain the entire model. Both are post-hoc explainability methods, which

are applied after the second component stage.

The benefit of the local and global explainable components is that they will provide the

domain expert with explanations about the decision made by the model. These explana-

tions are essential to confirm model fairness, detect bias in the training data, and verify that

the model works as expected [174]. Furthermore, the local and global explainable compo-

nents allow the model to be tested, audited and debugged, which helps detect faulty model

behaviour and identify erroneous predictions, thus improving the model’s safety [95]. Fur-

thermore, local and global components will increase domain experts’ trust in the system

and avoid unclear results by serving as an additional evaluation measure, contributing to

the success of the black-box model predictions. The remainder of this section demonstrates

how the explainability components help domain experts.
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5.2.1 Local Explainability

The local explainable method provides explanations for a single prediction; LIME [3] is

used for this purpose. LIME is a reliable algorithm proposed by Ribeiro et al. that can

explain the predictions of any classifier by matching it locally with an explainable model

[3].

As explained by Molnar [88], LIME works by first selecting the desired data sample that

needs an explanation. Next, new data samples are generated by perturbing the dataset.

Then, it obtains the model predictions for these new data samples and weights the new

data samples according to their proximity to the selected data sample. After this, LIME

trains the weighted data samples using an explainable ML model. Finally, it explains the

prediction using the explainable ML model [88]. The advantages of using LIME are that it

is easy to implement and use; it can also be used on various types of data, such as tabular

data, text and images [88]. Furthermore, LIME has a reusability functionality, meaning

if the black-box ML model is changed, no alteration or modification is required to the

LIME settings [88]. Therefore, LIME will illuminate the logic behind the decision made

by the model regarding any individual or particular data instance within the testing set. An

alternative to LIME is SHAP [175]; however, SHAP is known for its high computational

complexity [176].
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Explainability Examples on the CICIDS2017 Dataset

Figures 5.4 – 5.7 illustrate examples of model explainability on the CICIDS2017 dataset.

Figure 5.4: Explanation of Correctly Detected Benign Flow on CICIDS2017 Dataset

Figure 5.4 shows an example of correctly detected benign flow. The prediction probability

for this instance was 100% towards benign flow. Furthermore, almost all the features se-

lected this instance as benign except Subflow Bwd Bytes, Flow IAT Max, Avg Bwd Segment

Size and Bwd Packet Length Max features.
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Figure 5.5: Explanation of Correctly Detected Attack Flow on CICIDS2017 Dataset

Figure 5.5 hows an example of a correctly detected FTP-Patator attack instance. The pre-

diction probability for this instance was 98% towards attack flow. Although most of the

features selected this instance as benign, the other remaining had a more substantial influ-

ence in classifying this instance as attack flow.
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Figure 5.6: Explanation of Incorrectly Detected Benign Flow on CICIDS2017 Dataset

Figure 5.6 shows an example of an incorrectly detected benign flow instance. The predic-

tion probability for this instance was 74% towards attack flow. Furthermore, almost all the

features selected this instance as attack except Total Length of Fwd Packets, Packet Length

Mean, Flow IAT Max, Bwd Packet Length Mean and Packet Length Variance features.
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Figure 5.7: Explanation of Incorrectly Detected Attack Flow on CICIDS2017 Dataset

Figure 5.7 illustrates an example of incorrectly detected SSH-Patator attack instance. The

prediction probability for this instance was 76% towards benign flow. The incorrect classi-

fication occurred because most of the features selected this instance as benign.

Explainability Examples on the NSL-KDD Dataset

Figures 5.8 – 5.11 illustrate examples of model explainability on the NSL-KDD dataset.
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Figure 5.8: Explanation of Correctly Detected Normal Flow on NSL-KDD Dataset

Figure 5.8 shows an example of correctly detected normal flow. The predication prob-

ability for this instance was 95% towards normal flow. Further, flaf sf, logged in and

dst host serror rate features had the greatest influence on classifying this instance as nor-

mal flow.

Figure 5.9: Explanation of Correctly Detected Attack Flow on NSL-KDD Dataset

Figure 5.9 shows an example of a correctly detected DoS attack instance. The prediction

probability for this instance was 65% towards DoS flow. Although most of the features se-

lected this instance as normal, the logged in, dst host same srv rate, dst host diff srv rate
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and same srv rate features were more influential in classifying this instance as a DoS at-

tack.

Figure 5.10: Explanation of Incorrectly Detected Normal Flow on NSL-KDD Dataset

Figure 5.10 shows an incorrectly detected normal flow instance. The prediction probabil-

ity for this instance was 100% towards attack flow. Furthermore, almost all the features

selected this instance as attack except dst host srv count, dst bytes and count.

Figure 5.11: Explanation of Incorrectly Detected Attack Flow on NSL-KDD Dataset

Figure 5.11 illustrates an example of incorrectly detected DoS attack instance. The pred-

ication probability for this instance was 79% towards normal flow. The reason for the
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incorrect classification was that most of the features selected this instance as normal, ex-

cept dst host srv count, src bytes, dst host same srv rate and dst host diff srv rate fea-

tures.

5.2.2 Global Explainability

Global explainability aims to provide a comprehensive explanation of the model. For

this, the global surrogate method is adopted; this method explains a model using a self-

explanatory model (intrinsic model) [99, 100, 177]. Examples include linear, decision tree

and rule-based models [178].

The global surrogate method task begins by training an explainable model on the same

dataset used to train the black-box model [179]. Next, predictions of the black-box model

as the target dataset (the testing set) for the explainable model are assigned. The final step

is an evaluation, known as fidelity, of how well the explainable model can approximate the

black-box model predictions [179].

DT has been used as the explainable model for the global surrogate method. DT is a trans-

parent algorithm that can extract rules in a human-readable way, explaining the knowledge

obtained from the black-box model [91]. For this, a rule extractor function is implemented,

which extracts the rules of the DT in a human-readable format and generates a CSV report

for a domain expert to explain the model predictions and assess the results. The DT was

implemented using its default hyperparameters settings, which are the same as the RF hy-

perparameters except for the n estimators parameter, which is excluded. Descriptions of

the RF hyperparameters were provided in Section 5.1.1. For model fidelity, the accuracy

measure was used as an evaluation metric. The higher the accuracy score, the better the

explainable model can approximate the black-box model. The accuracy score achieved for

CICIDS2017 and NSL-KDSS datasets was over 99%, meaning that the DT model can very

accurately approximate the RF model predictions.
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Figures 5.12 and 5.13 illustrate the DT and network flow analysis report for CICIDS2017,

and Figures 5.14 and 5.15 illustrate the DT and network flow analysis report for NSL-

KDD.

Figure 5.12: CICIDS2017 Decision Tree

Figure 5.13: CICIDS2017 Network Flow Analysis Report

Figure 5.14: NSL-KDD Decision Tree
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Figure 5.15: NSL-KDD Network Flow Analysis Report

Once the DT graph is generated (Figures 5.12 and 5.14) the rule extractor function extracts

the rules and converts them into a CSV report (Figures 5.13 and 5.15). In this report, each

row represents a rule in conditional format. Furthermore, each rule comprises the features

and their range of values. If a rule results in an attack, then the rule row is highlighted in

red in the CSV report.

5.3 Chapter Summary

This chapter answered RQ3 and RQ4 of this thesis by presenting the second and third

components of the system. Concerning the second component, four different supervised

classifiers were evaluated. The classifiers were trained and optimised on UNAD’s cor-

rectly detected attacks, plus the training set used to train UNAD, which comprised only

benign/normal flow. Next, the classifiers were evaluated on UNAD’s not-detected data

instances. The classifiers were assessed in terms of the F1-score measure. The RF classi-

fier produced the highest result of the three; thus, it was selected for the system’s second

component model. Data analysis showed that using a supervised classifier improves the

detection of most attack types.

For the third component, two types of explainability have been introduced—local and

global—to provide the domain expert with explanations about the decision made by the

model. For local explainability, LIME was implemented, which provides explanations for

a single prediction, while global explainability provides a comprehensive explanation of

the model. For this, the global surrogate method was adopted, and DT was used as the
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explainable model, in which, after generating the tree, a rule extractor function extracts the

rules and generates a human-readable report for the domain expert. This component can

help domain experts assess a threat level and understand how the model made its decisions.

The following chapter will present and discuss the thesis’s overall boosted results.

As previously mentioned, with enough experience in networking and ML techniques, a

human expert can use the local and global parts interchangeably. For example, in Figure

5.9, the flow was misclassified as an attack flow (DoS) instead of a normal flow. For this,

the human expert can compare the set of features that influenced the misclassification from

the local explanation part with the list of rules report from the global part, highlight any

inconsistencies between the two parts, and find what contributed to the misclassification.

This way, the human expert will obtain the knowledge/insight to audit the system, hence

improving the system’s overall performance, re-train and re-tune the system to avoid any

future prediction errors, and helping the system correctly classify attack types.
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Chapter 6

Overall Results and Discussion

This chapter aims to show the overall boosted results after implementing the second com-

ponent of the system and combining its results with UNAD. Chapter 6 will present UNAD,

the second component classifier and the overall boosted results for both CICIDS2017 and

NSL-KDD datasets. This chapter revisits the data analysis from Chapters 4 and 5 to com-

pare these results with the overall obtained results. Furthermore, this chapter provides a

detailed analysis of the detection rate for benign/normal and all attack types after com-

bining the second component classifier results with UNAD results. Finally, this chapter

discusses possible reasons why some of the attacks in the CICIDS2017 dataset were not

detected by the second component classifier.

6.1 CICIDS2017 Results and Analysis

Table 6.1 illustrates the results for UNAD, the second component classifier and the overall

boosted results after combining the second component classifier’s results with UNAD’s

results on the CICIDS2017 dataset.
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Table 6.1: CICIDS2017 Overall Results (in %)

Measure UNAD WMV Second component classifier Overall results
Accuracy 86.84 93.86 99.19
Precision 69.57 96.69 99.44
Recall 81.14 85.22 99.21
F1-score 74.91 90.59 98.31
ROC-AUC 84.90 91.83 98.52

The overall obtained results were significantly higher for all measures. F1-score results

improved from 74.91% to 98.31%, as the second component managed to detect 90.59%

of UNAD’s not-detected attacks. The precision measure results were also considerably

improved, from 69.57% on UNAD to 99.44%. Furthermore, the overall results for the

recall measure improved from 81.14% to 99.21%. Finally, the system achieved an overall

accuracy of 99.19% and ROC-AUC 98.52%.

Figures 6.1 and 6.2 revisit the results analysis for UNAD (C1) and the second component

classifier (C2) for the CICIDS2017 dataset. Figure 6.3 represents the overall boosted results

using the second component classifier for the CICIDS2017, while Figure 6.4 shows the

results of UNAD, the second component and the overall results.

Figure 6.1: UNAD WMV Results for CICIDS2017 Dataset (in %)
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Figure 6.2: CICIDS2017 Second Component Results (in %)

Figure 6.3: CICIDS2017 Overall Results (in %)

Figure 6.4 shows that the detection rate for benign and most attack types improved after

implementing the second component classifier. As pointed out in Chapter 4, the UNAD

ensemble can detect new attack types that have not been encountered before with a high
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Figure 6.4: CICIDS2017 UNAD, second component and Overall Results (in %)

detection rate for benign and most of the attack types (blue bar). Furthermore, as seen in

Figure 6.4, using the second component (orange bar) improved the detection rate for benign

and most attack types (red bar). The detection rate for the benign flow improved by just

over 11%, from 88.66% to 99.82%. Similarly, the DoS GoldenEye detection rate increased

by 12%, from 63.77% to 76.55%. The detection rate for DDoS and DoS Hulk attacks was

enhanced by more than 20%, with 99.87% and 96% detection rates, respectively. More-

over, DoS Slowhttptest and DoS SlowLoris detection rates were boosted by 44% and 30%,

respectively. SSH-Patator showed a significant improvement in its detection rate, from

43.42% to 98.03%, with more than 54% improvement in the detection rate. FTP-Patator

detection rate improved by around 8%. In contrast, Portscan and Bot attacks improved

slightly, with under 0.5% of enhancement in the detection rate. Finally, none of the web

attacks (Brute Force, SQL Injection, XSS) or infiltration attacks saw any improvements in

the detection rate as the second component couldn’t detect any of these attacks.

Further Analysis of Attack Types with No Improvement in Overall Detection Rate

As mentioned in Chapter 5 and seen in Figure 6.2, the second component classifier could

not detect any of the web attacks (brute force, SQL injection, XSS) or infiltration attacks.
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Hence, it did not improve the overall detection rate for these attacks. Further analysis of

these attack types showed that the second component classifier did not detect them because

a low proportion of data instances of these attacks was detected by UNAD, which was used

to train the second component classifier. The low detection by UNAD can be due to losing

some information that helps in recognising such attacks after applying the dimensionality

reduction technique (PCA), which was aimed to reduce the number of features, hence,

avoid the curse of dimensionality problem. For example, UNAD detected only 59 brute

force attacks, which were used to train the second component classifier to detect 695 data

instances of the same attack type. Similarly, the RF classifier was trained on 13 XSS attacks

to detect 313 data instances.

Furthermore, the second component classifier was trained on only 8 infiltration data in-

stances to detect 10 data instances. Likewise, the second component classifier was trained

on only one SQL injection data instance in order to detect nine instances. In contrast, the

second component classifier was trained, for example, on 1,280 SSH-Patator attacks, 1,444

DoS Slowhttptest attacks, 50,236 DDoS attacks and 772,077 benign flow; therefore, these

attacks saw a significant improvement in their detection rate.

6.2 NSL-KDD Results and Analysis

Table 6.2 shows the results for UNAD, the second component classifier and the overall

boosted results after combining the second component classifier’s results with UNAD’s

results on the NSL-KDD dataset.

Table 6.2: NSL-KDD Overall Results (in %)

Measure UNAD WMV Second component classifier Overall results
Accuracy 93.22 74.02 98.24
Precision 93.52 69.76 97.26
Recall 92.80 89.67 99.26
F1-score 93.16 78.47 98.25
ROC-AUC 93.22 73.10 98.24

As with the CICIDS2017 results, the overall results for the NSL-KDD dataset were also
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very high for all measures after using the second component classifier. For example, the F1-

score was enhanced by just over 5% from 93.16% in UNAD to 98.25%. Furthermore, the

precision measure results increased from 93.52% on UNAD to 97.26%. The overall results

for the recall measure improved from 92.80% on UNAD to 99.26%. Finally, the system

achieved an overall accuracy and ROC-AUC of 99.19% and 98.24%, respectively.

Figures 6.5 and 6.6 revisit the results obtained from the data analysis of UNAD (C1) and

the second component classifier (C2) for the NSL-KDD dataset. Figure 6.7 represents the

overall boosted results using the second component classifier for the NSL-KDD dataset,

and Figure 6.8 shows the results of UNAD, the second component and the overall re-

sults.

Figure 6.5: UNAD WMV Results for NSL-KDD Dataset (in %)
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Figure 6.6: UNAD NSL-KDD Second Component Results (in %)

Figure 6.7: NSL-KDD Overall Results (in %)
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Figure 6.8: NSL-KDD UNAD, second component and Overall Results (in %)

Figure 6.8 shows that the detection rate for normal and all attack types have improved after

implementing the second component classifier. The blue bar represents UNAD detection

results, the orange bar represents the second component detection results and the red bar

depicts the overall results after using the second component classifier. As seen in the figure,

using the second component improved the detection rate for normal and all attack types.

R2L attacks showed the most significant improvement in the detection rate, which was en-

hanced by more than 40%, from 51.55% to 92.33%, followed by U2R, which was boosted

by more than 16%, from 77.72% to 94.06%. Normal and DoS attack detection rates im-

proved by more than 3% , to 97.23% and 99.94%, respectively. Probe attacks detection rate

were enhanced by 1%, from 98.83% to 99.94%.

Overall, it is evident that the second component classifier effectively enhanced the detec-

tion rate and improved the overall results for both datasets, which can be seen in the data

analysis presented in this section. The improvement in the detection rate varied among

the attacks. However, around 68% of the total attack types were detected at rates ranging

from 92% to just below 100% after being enhanced via the second component classifier.

Furthermore, as previously pointed out, some attack types did not show any improvement,
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due to the very low number of data instances detected by UNAD that were used to train the

second component classifier.

6.3 Chapter Summary

This chapter presented the overall boosted results after implementing the second compo-

nent of the system and combining its results with UNAD. In addition, this chapter combined

the data analysis acquired from Chapters 4 and 5 with the overall results. Then, this chapter

illustrated the detection rate for benign/normal and all attack types after merging the sec-

ond component classifier results with UNAD results. Finally, this chapter further examined

attack types in the CICIDS2017 dataset that showed no improvement in overall detection

rates, such as infiltration, brute force, SQL injection and XSS. The analysis showed that

these attacks were not detected by the second component classifier because a low propor-

tion of data instances of these attacks was detected by UNAD, which had been used to train

the second component classifier.
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Chapter 7

Conclusion and Future Work

This chapter concludes this thesis; it addresses the research questions and hypotheses and

their outcomes. Furthermore, this chapter discusses the limitations of the research pre-

sented in this thesis. Finally, this chapter discusses further work that could build on this

research.

7.1 Thesis Summary

The threat of network attacks increases every day. These attacks originate from hackers

with various motives, such as stealing victims’ bank account details, committing financial

fraud, or for political reasons. As a result, governments and businesses have begun allocat-

ing money to strengthen network infrastructure against these attacks. One of the methods

which can be used to fight network attacks are Intrusion Detection Systems. At present,

IDSs using ML are receiving much research attention. Many researchers have proposed

systems that use supervised ML. However, these systems are limited to detecting attacks

that have been previously encountered and are well known; hence, they cannot detect new

or unknown network attacks. Unsupervised ML is the key to overcoming this limitation,

but unsupervised ML typically suffers from many false positives [2], low precision and

recall results.
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The research presented in this thesis aimed to develop a network IDS using ML methods

to detect unknown and new attack types, while maintaining a low false positive rate for the

system. To achieve this goal, four research questions were proposed and three hypotheses

were investigated.

To investigate and answer the research questions and achieve the research objectives, the

following Chapters were presented. First, a literature review was conducted in Chapter 2.

This chapter provided a comprehensive overview of the use of ML in the intrusion detection

domain. Chapter 2 introduced types of intrusion detections systems and the measures

used to evaluate their performance. In addition, Chapter 2 reviewed anomaly detection

techniques and described some of the supervised and unsupervised learning algorithms

used in the anomaly detection domain.

Chapter 2 also explained the ensemble techniques and the methods used to combine its re-

sults. Also, Chapter 2 discussed model explainability in ML and the preprocessing meth-

ods used in this thesis. Finally, Chapter 2 reviewed and evaluated literature related to un-

supervised intrusion detection to understand the domain challenges and limitations.

In Chapter 3, a novel Network Intrusion Detection System framework was proposed (Con-

tribution 1). The framework was explained at high and low levels. This framework con-

sisted of three components: C1, C2 and C3, each with a different purpose. For example,

C1 was used to detect new and unknown network attacks. C2 was used to boost the overall

results and improve the detection rate, and C3 was used to explain the model’s decision

in a human-understandable way. In addition, Chapter 3 explained the preliminary exper-

imental setup and the datasets used in this thesis, including the type of attacks, number of

attack instances and the feature description. Furthermore, the preprocessing steps and the

workflow applied to the datasets used in this thesis were explained. In addition, Chapter

3 introduced the anomaly detection algorithms used in the first component as base learners

and examined, evaluated and compared their results (Contribution 2).
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Chapter 4 addressed RQ1 and RQ2:

RQ1: Is it possible to develop an unsupervised Network Intrusion Detection

System that can exhibit a high detection performance in terms of precision,

recall and F1-score while maintaining good performance over time with the

current complexity in network attacks?

RQ2: To what extent can the developed unsupervised Network Intrusion De-

tection System accurately detect attacks that have not been encountered be-

fore?

Chapter 4 answered RQ1 and RQ2 by introducing a novel heterogeneous unsupervised

bagging ensemble UNAD (Contribution 3), the unsupervised bagging ensemble learner for

detecting unknown attacks, which, as previously pointed out, acts as the first component of

the system. UNAD consists of a set of heterogeneous LOF and iForest base learners and

uses Weighted Majority Voting as a results combiner. The data analysis showed that the

UNAD ensemble can accurately detect new attack types that have not been previously en-

countered and maintain a high detection rate for most of the evaluated attack types. Hence,

the results of Chapter 4 confirm Hypothesis 1:

Hypothesis 1: “Anomaly detection methods can be adapted to detect new

and previously unknown network attacks as new attacks are expected to be an

anomaly to the normal network flow pattern. Moreover, the detection perfor-

mance can be improved by constructing an ensemble-based model consisting

of anomaly detection techniques.”

Chapter 5 addressed RQ3 and RQ4:

RQ3: Is it possible to improve the system’s detection accuracy after the initial

discovery of a new type of attack using supervised methods?

RQ4: Can a mechanism within the IDS that explains attack detections help

a domain expert to assess the threat level and understand how the model’s

decisions are made?
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Chapter 5 answered RQ3 and RQ4 by introducing the second and third components. The

second component, which addresses RQ3, is formed of the supervised algorithm. The main

goal of this component is to boost the overall results and improve the detection rate by being

trained on UNAD’s True Positive and True Negative, in addition to the training set used to

train UNAD, which comprises only benign/normal flow. The RF classifier was chosen for

the second component as the supervised classifier because it achieved the highest results

compared with the other evaluated classifiers. Furthermore, the data analysis showed that

implementing the RF classifier improved the detection rate for most of the evaluated attack

types (Contribution 4). Therefore, the results of Chapter 5 partially confirm Hypothesis

2:

Hypothesis 2: “Having a supervised model will assist in detecting attacks that

have been encountered before, since these attacks become known to the system,

thus improving the overall detection results.”

RQ4 was addressed by implementing the third component, which aims to explain the deci-

sion made by the model in a human-understandable way using ML explainability methods

(Contribution 5). Two types of explanation were used in the third component, local and

global. The local explainability used LIME [3], which provides an explanation for the do-

main expert for any single prediction made by the system. For global explainability, the

global surrogate method was applied. For this, a Decision Tree was used to explain the

entire model. Once the DT graph is created, a rule extractor function extracts the rules and

generates a human-readable report for the domain expert in CSV format. Thus, the third

component can help domain experts assess threat levels and understand how the model

made its decisions. Accordingly, the outcome of Chapter 5 confirms Hypothesis 3.

Hypothesis 3: “It is possible to obtain some explanation from the developed

model to support domain experts in evaluating the level of threats and under-

standing the decisions made by the model.”

Lastly, Chapter 6 presented the thesis’s overall boosted results after implementing the sec-

ond component to the system and combining its results with UNAD. Furthermore, Chapter

6 revisited the results analysis acquired from Chapters 4 and 5 and presented these results
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with the overall results. In addition, Chapter 6 further examined the detection rate for

benign/normal and all attack types after combining the second component classifier results

with UNAD results. Finally, Chapter 6 discussed the possible reason that led to some

of the attacks in the CICIDS2017 dataset, such as infiltration, brute force, SQL injection

and XSS, going undetected by the second component classifier and thus not improving the

overall detection results.

7.2 Limitations

This thesis successfully answered the research questions, addressed the hypotheses and

achieved its aim and objectives. However, two limitations were identified:

1. A real dataset cannot be used to evaluate ML models due to privacy and security

issues. Hence, publicly available synthetic benchmarking datasets were used in this

thesis.

2. The second component, which uses the RF classifier, cannot effectively detect an

attack if trained on a low proportion of that attack and therefore cannot boost its

overall results.

7.3 Future Work

For future work, the contribution of this thesis can be extended in the following direc-

tions:

1. As new attack types keep emerging, test and evaluate the system’s effectiveness on

these new attack types. Furthermore, deploy, test and evaluate the current system in

the production environment (real-network environment). For an actual network, the

system would be deployed behind the firewall to allow monitoring of the inbound

and outbound traffic. This way, the system will be able to monitor, analyse and

check any malicious attempts on the organisation’s network and directly interact with

the firewall in case of detecting an attack so the firewall can block it. Further, a
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packet sniffer such as Wireshark will be implemented between the firewall and the

system, capturing the traffic in real-time and forwarding it to the system. Further,

this system should be managed by a human expert with knowledge of networks and

ML techniques. Therefore, the human expert will be able to analyse the network

traffic, interpret the outcome of the system’s third component report, investigate and

confirm any attack incidents and train/tune the system accordingly.

2. Although UNAD performed very well in detecting new and unknown attacks, further

improvement of the overall system performance can be made by first evaluating and

analysing the performance of other anomaly detection algorithms to be included in

the UNAD ensemble as additional heterogeneous base learners. Secondly, empiri-

cally evaluate and analyse different supervised ML algorithms that can achieve the

RF results or higher; but can overcome the issue of not detecting some attacks if

UNAD was trained on a low proportion of data instances.

3. Consider using a computer cluster, if possible, to split the model training and algo-

rithms hyperparameter tuning on compute nodes when dealing with a large dataset,

which will reduce computational time for such processes.

4. Enhance the system to act in real-time (real-time IDS) in case an attack incident oc-

curs. This could be done by adopting data stream mining and concept drift detection

methods. In addition, the real-time IDS system could include features such as real-

time alert notification and an automatic quick response mechanism that shuts down

the system to mitigate damage from attacks.

5. Test and evaluate the model in other domains, such as the healthcare (identifying

diseases and outbreaks) and financial sectors (fraud detection), and evaluate how

well it can generalise and perform in those domains.
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Table A.1: CICIDS2017 feature description [6, 7]

No. Feature Name Feature Description 

1 FlowID Flow ID number 
2 Source IP Source IP address  
3 Source Port  Source port number 
4 Destination IP  Destination IP address   
5 Destination Port  Destination port number  
6 Protocol  Protocol  
7 Timestamp  Timestamp of the flow      
8 Total Fwd Packets Total packets in the forward direction 
9 Total Backward Packets Total packets in the backward direction 

10 Total Length of Fwd Packets Total size of packet in forward direction 
11 Total Length of Bwd Packets Total size of packet in backward direction 
12 Fwd Packet Length Max Maximum size of packet   in forward direction 
13 Fwd Packet Length Min Minimum size of packet in forward direction 
14 Fwd Packet Length Mean Average size of packet in forward direction 
15 Fwd Packet Length Std Standard deviation size of packet in forward direction 
16 Bwd Packet Length Max Maximum size of packet in backward direction 
17 Bwd Packet Length Min Minimum size of packet in backward direction 
18 Bwd Packet Length Mean Mean size of packet in backward direction 
19 Bwd Packet Length Std Standard deviation size of packet in backward direction 
20 Flow Bytes/s Number of packets transferred per second 
21 Flow Packets/s Number of packets transferred per second 
22 Fwd Packets/s Number of forward packets per second 
23 Bwd Packets/s Number of backward packets per second 
24 Min Packet Length Minimum length of a packet 
25 Max Packet Length Maximum length of a packet 
26 Packet Length Mean Mean length of a packet 
27 Packet Length Std Standard deviation length of a packet 
28 Packet Length Variance  Variance length of a packet 
29 Down/Up Ratio Download and upload ratio 
30 Avg Fwd Segment Size Average size observed in the forward direction 
31 Avg Bwd Segment Size Average size observed in the backward direction 
32 Fwd Avg Bytes/Bulk Average number of bytes bulk rate in the forward direction 
33 Fwd Avg Packets/Bulk Average number of packets bulk rate in the forward direction 
34 Fwd Avg Bulk Rate Average number of bulk rates in the forward direction 
35 Bwd Avg Bytes/Bulk Average number of bytes bulk rate in the backward direction 
36 Bwd Avg Packets/Bulk Average number of packets bulk rate in the backward direction 
37 Bwd Avg Bulk Rate Average number of bulk rates in the backward direction 
38 Init Win bytes forward Number of bytes sent in initial window in the forward direction 
39 Init Win bytes backward Number of bytes sent in initial window in the backward direction 
40 Act data pkt fwd  Number of packets with at least 1 byte of TCP data payload in the forward direction 
41 Min seg size forward Minimum segment size observed in the forward direction 
42 Flow Duration Flow duration 
43 Flow IAT Mean Average time between two packets sent in the flow 
44 Flow IAT Std Standard deviation time between two packets sent in the flow 
45 Flow IAT Max Maximum time between two packets sent in the flow 
46 Flow IAT Min Minimum time between two packets sent in the flow 
47 Fwd IAT Total Total time between two packets sent in the forward direction 
48 Fwd IAT Mean Mean time between two packets sent in the forward direction 
49 Fwd IAT Std Standard deviation time between two packets sent in the forward direction 
50 Fwd IAT Max Maximum time between two packets sent in the forward direction 
51 Fwd IAT Min Minimum time between two packets sent in the forward direction 
52 Bwd IAT Total Total time between two packets sent in the backward direction 
53 Bwd IAT Mean Mean time between two packets sent in the backward direction 
54 Bwd IAT Std Standard deviation time between two packets sent in the backward direction 
55 Bwd IAT Max Maximum time between two packets sent in the backward direction 
56 Bwd IAT Min Minimum time between two packets sent in the backward direction 
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57 Fwd PSH Flags 

Number of times the PSH flag was set in packets travelling in the forward direction (0 

for UDP) 

58 Bwd PSH Flags 

Number of times the PSH flag was set in packets travelling in the backward   direction (0 

for UDP) 

59 Fwd URG Flags 

Number of times the URG ag was set in packets travelling in the   forward direction (0 

for UDP) 

60 Bwd URG Flags 

Number of times the URG ag was set in packets travelling in the   backward direction (0 

for UDP) 

61 FIN Flag Count Number of packets with FIN 

62 SYN Flag Count Number of packets with SYN 

63  RST Flag Count Number of packets with RST 

64 PSH Flag Count Number of packets with PUSH 

65 ACK Flag Count Number of packets with ACK  

66 URG Flag Count Number of packets with URG 

67 CWE Flag Count Number of packets with CWE 

68 ECE Flag Count Number of packets with ECE 

69 Subflow Fwd Packets The average number of packets in a sub flow in the forward direction 

70 Subflow Fwd Bytes The average number of bytes in a sub flow in the forward direction 

71 Subflow Bwd Packets The average number of packets in a sub flow in the backward direction 

72 Subflow Bwd Bytes The average number of bytes in a sub flow in the backward direction 

73 Fwd Header Length Total bytes used for headers in the forward direction 

74 Bwd Header Length Total bytes used for headers in the backward direction 

75 Average Packet Size  Packet average size 

76 Active Mean Mean time a flow was active before becoming idle 

77 Active Std  Standard deviation time a flow was active before becoming idle 

78 Active Max Maximum time a flow was active before becoming idle 

79 Active Min Minimum time a flow was active before becoming idle 

80 Idle Mean Mean time a flow was idle before becoming active 

81 Idle Std Standard deviation time a flow was idle before becoming active 

82 Idle Max  Maximum time a flow was idle before becoming active 

83 Idle Min Minimum time a flow was idle before becoming active 

84 Label Indicates whether the flow is an attack or not 
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Table B.1: NSL-KDD feature description [8, 9]

No. Feature Name Feature Description 

1 Duration Length of the connection in seconds. 

2 protocol_type Type of the protocol. 

3 Service Network service on the destination. 

4 src_bytes The number of data bytes transferred from source to destination. 

5 dst_bytes The number of data bytes transferred from destination to source. 

6 Flag Connection status (normal or error). 

7 Land If the connection is from/to the same host/port, then 1 or 0 otherwise. 

8 wrong_fragment The number of wrong fragments. 

9 Urgent The number of urgent packets. 

10 Hot The number of hot indicators. 

11 num_failed_logins The number of failed login attempts. 

12 logged_in If successfully logged in, then 1 or 0 otherwise. 

13 num_compromised The number of compromised conditions. 

14 root_shell If root shell is obtained, then 1 or 0 otherwise. 

15 su_attempted If su root command is attempted, then 1 or 0 otherwise. 

16 num_root The number of root accesses. 

17 num_file_creations The number of file creation operations. 

18 num_shells The number of shell prompts. 

19 num_access_files The number of operations on access control files. 

20 num_outbound_cmds The number of outbound commands in an ftp session. 

21 is_hot_login If the login belongs to the hot list, then 1 or 0 otherwise. 

22 is_guest_login If the login is a guest login, then 1 or 0 otherwise. 

23 Count 

The number of connections to the same host as the current connection 

in the past two seconds. 

24 serror_rate The percentage of connections that have SYN errors. 

25 rerror_rate The percentage of connections that have REJ errors. 

26 same_srv_rate The percentage of connections to the same service. 

27 diff_srv_rate The percentage of connections to different services 

28 srv_count 

The number of connections to the same service as the current 

connection in the past two seconds. 

29 srv_serror_rate The percentage of connections that have SYN errors. 

30 srv_rerror_rate The percentage of connections that have REJ errors. 

31 srv_diff_host_rate The percentage of connections to different hosts. 

32 dst_host_count 

The total number of connections having the same destination and host 

IP address. 

33 dst_host_srv_count The total number of connections having the same port number. 

34 dst_host_same_srv_rate 

The percentage of connections that were to the same service among the 

connections collected in dst_host_count. 

35 dst_host_diff_srv_rate 

The percentage of connections that were to different services among the 

connections collected in dst_host_count. 

36 dst_host_same_src_port_rate 

The percentage of connections that were to the same source port among 

the connections collected in dst_host_srv_count. 

37 dst_host_srv_diff_host_rate 

The percentage of connections that were to different destination 

machines among the connections collected in dst_host_srv_count. 

38 dst_host_serror_rate 

The percentage of connections that have activated the flag (s0, s1, s2 or 

s3) among the connections collected in dst_host_count. 

39 dst_host_srv_serror_rate 

The percentage of connections that have activated the flag (s0, s1, s2 or 

s3) among the connections collected in dst_host_srv_count. 

40 dst_host_rerror_rate 

The percentage of connections that have activated the flag (REJ) among 

the connections collected in dst_host_count. 

41 dst_host_srv_rerror_rate 

The percentage of connections that have activated the flag (REJ) among 

the connections collected in dst_host_srv_count. 

42 Class Indicates if the flow is an attack or not. 

43 difficulty_level Class/flow difficulty level. 
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Table C.1: CICIDS2017 Information Gain

No. Feature IG No. Feature IG
1 Average Packet Size 0.5794 39 Subflow Bwd Packets 0.2569
2 Packet Length Variance 0.5758 40 Bwd IAT Total 0.2507
3 Packet Length Std 0.5753 41 Bwd IAT Mean 0.2354
4 Packet Length Mean 0.5545 42 Fwd Packet Length Std 0.2307
5 Total Length of Bwd Packets 0.5158 43 Bwd Packet Length Min 0.2261
6 Subflow Bwd Bytes 0.5156 44 Subflow Fwd Packets 0.2162
7 Bwd Packet Length Mean 0.5021 45 Total Fwd Packets 0.2161
8 Avg Bwd Segment Size 0.5020 46 Fwd IAT Std 0.2152
9 Total Length of Fwd Packets 0.4973 47 Active Min 0.1788
10 Init Win bytes backward 0.4825 48 Idle Max 0.1787
11 Bwd Packet Length Max 0.4797 49 Active Mean 0.1768
12 Max Packet Length 0.4790 50 Active Max 0.1720
13 Init Win bytes forward 0.4569 51 Idle Mean 0.1689
14 Fwd Packet Length Max 0.4549 52 Idle Min 0.1665
15 Subflow Fwd Bytes 0.4326 53 Bwd IAT Std 0.1533
16 Avg Fwd Segment Size 0.4246 54 min seg size forward 0.1453
17 Fwd Packet Length Mean 0.4245 55 Down/Up Ratio 0.1333
18 Flow Bytes/s 0.3908 56 PSH Flag Count 0.1015
19 Flow IAT Max 0.3894 57 act data pkt fwd 0.0976
20 Flow Duration 0.3613 58 Idle Std 0.0418
21 Fwd IAT Max 0.3478 59 ACK Flag Count 0.0356
22 Flow Packets/s 0.3368 60 URG Flag Count 0.0348
23 Bwd Header Length 0.3368 61 Active Std 0.0328
24 Fwd Packets/s 0.3346 62 FIN Flag Count 0.0247
25 Fwd IAT Total 0.3343 63 SYN Flag Count 0.0077
26 Bwd Packets/s 0.3334 64 Fwd PSH Flags 0.0076
27 Fwd Header Length 0.3236 65 Fwd Avg Packets/Bulk 0.0005
28 Fwd IAT Mean 0.3154 66 Bwd PSH Flags 0.0003
29 Flow IAT Mean 0.3148 67 Bwd Avg Packets/Bulk 0.0003
30 Flow IAT Min 0.2968 68 Fwd Avg Bulk Rate 0.0002
31 Bwd Packet Length Std 0.2913 69 CWE Flag Count 0.0001
32 Fwd IAT Min 0.2805 70 ECE Flag Count 0.0001
33 Bwd IAT Min 0.2702 71 Bwd Avg Bulk Rate 0.0001
34 Fwd Packet Length Min 0.2690 72 Bwd URG Flags 0
35 Min Packet Length 0.2665 73 Fwd URG Flags 0
36 Bwd IAT Max 0.2665 74 RST Flag Count 0
37 Flow IAT Std 0.2577 75 Bwd Avg Bytes/Bulk 0
38 Total Backward Packets 0.2570 76 Fwd Avg Bytes/Bulk 0
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Table D.1: NSL-KDD Information Gain

No. Feature IG No. Feature IG
1 src bytes 0.5414 62 flag sh 0.0046
2 dst bytes 0.4302 63 service urp i 0.0045
3 dst host same srv rate 0.3372 64 service login 0.0044
4 same srv rate 0.3274 65 service name 0.0044
5 dst host diff srv rate 0.3267 66 service daytime 0.0044
6 diff srv rate 0.3266 67 service netbios dgm 0.0043
7 flaf sf 0.3224 68 service sql net 0.0042
8 logged in 0.2890 69 service kshell 0.0041
9 dst host srv count 0.2829 70 service hostnames 0.0041

10 dst host serror rate 0.2574 71 service echo 0.0041
11 count 0.2436 72 service bgp 0.0039
12 serror rate 0.2303 73 num root 0.0038
13 dst host srv serror rate 0.2244 74 service ldap 0.0038
14 srv serror rate 0.2108 75 service netbios ns 0.0037
15 service http 0.2093 76 service netbios domain 0.0037
16 dst host same src port rate 0.2086 77 service mtp 0.0035
17 flag s0 0.1929 78 flag s3 0.0034
18 dst host srv diff host rate 0.1874 79 service ssh 0.0033
19 service private 0.1728 80 service nnsp 0.0033
20 dst host count 0.1447 81 wrong fragment 0.0033
21 dst host rerror rate 0.1209 82 service gopher 0.0032
22 srv diff host rate 0.1150 83 service urh i 0.0030
23 dst host srv rerror rate 0.1128 84 num access files 0.0027
24 rerror rate 0.0950 85 num compromised 0.0026
25 srv rerror rate 0.0881 86 flag oth 0.0026
26 flag reg 0.0574 87 urgent 0.0026
27 srv count 0.0508 88 service klogin 0.0025
28 service domain u 0.0494 89 service tim i 0.0024
29 duration 0.0374 90 service ctf 0.0024
30 service smtp 0.0321 91 service exec 0.0023
31 protocol type udp 0.0313 92 service pm dump 0.0022
32 protocol type icmp 0.0194 93 service netbios ssn 0.0020
33 service ftp data 0.0174 94 service harvest 0.0019
34 flag rsto 0.0169 95 service remote job 0.0018
35 service telnet 0.0151 96 num shells 0.0017
36 service eco i 0.0143 97 service time 0.0016
37 protocol type tcp 0.0142 98 service nntp 0.0014
38 flag rstr 0.0134 99 service shell 0.0012
39 service ecr i 0.0133 100 service discard 0.0012
40 service imap4 0.0096 101 service systat 0.0012
41 hot 0.0087 102 service printer 0.0012
42 service csnet ns 0.0084 103 service http 2784 0.0010
43 service iso tsap 0.0082 104 service X11 0.0007
44 service finger 0.0082 105 service rje 0.0006
45 service sunrpc 0.0079 106 service http 8001 0.0004
46 service Z39 50 0.0073 107 is host login 0.0004
47 service courier 0.0069 108 service ntp u 0.0003
48 service supdup 0.0068 109 root shell 0.0001
49 service vmnet 0.0059 110 num file creations 0
50 service ftp 0.0059 111 su attempted 0
51 service efs 0.0059 112 service tftp u 0
52 service auth 0.0057 113 flag s1 0
53 service pop 3 0.0057 114 flag s2 0
54 service link 0.0055 115 service red i 0
55 service uucp path 0.0054 116 land 0
56 service http 443 0.0053 117 service aol 0
57 service vmnet 0.0051 118 service pop 2 0
58 service uucp 0.0050 119 is guest login 0
59 service other 0.0048 120 service IRC 0
60 num failed logins 0.0047 121 flag rstos0 0
61 service netstat 0.0047
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