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ABSTRACT Epigenetic research holds great promise to advance our understanding of biomarkers and regulatory processes in
health and disease. An increasing number of new approaches, ranging from molecular to biophysical analyses, enable identi-
fying epigenetic changes on the level of a single gene or the whole epigenome. The aim of this review is to highlight how
the field is shifting from completely molecular-biology-driven solutions to multidisciplinary strategies including more reliance
on biophysical analysis tools. Biophysics not only offers technical advancements in imaging or structure analysis but also helps
to explore regulatory interactions. New computational methods are also being developed to meet the demand of growing data
volumes and their processing. Therefore, it is important to capture these new directions in epigenetics from a biophysical
perspective and discuss current challenges as well as multiple applications of biophysical methods and tools. Specifically,
we gradually introduce different biophysical research methods by first considering the DNA-level information and eventually
higher-order chromatin structures. Moreover, we aim to highlight that the incorporation of bioinformatics, machine learning,
and artificial intelligence into biophysical analysis allows gaining new insights into complex epigenetic processes. The gained
understanding has already proven useful in translational and clinical research providing better patient stratification options
or new therapeutic insights. Together, this offers a better readiness to transform bench-top experiments into industrial
high-throughput applications with a possibility to employ developed methods in clinical practice and diagnostics.
WHY IT MATTERS Epigenetic research holds great promise to advance our understanding of biomarkers and processes
involved in health and disease. This in-depth biophysical research overview highlights how bioinformatics, machine
learning, and artificial intelligence allow new insights into gene expression modulation and potential cancer biomarkers.
Moreover, this review reveals how epigenetics and epigenomics are shifting from molecular-biology-driven to
multidisciplinary strategies relying more on biophysical analysis. Importantly, the biophysical applications have already
proven useful in translational and clinical research, providing better patient stratification and new therapeutic insights.
INTRODUCTION

The genome encompasses multiple layers of biological
information that extend beyond the DNA sequence.
This is realized through the epigenetic regulome, which
is interlinked with the genome and may control various
phenotypic manifestations that can determine normal
cellular function and/or various pathological states.
Diverse epigenetic regulatory mechanisms influence
long-term alterations in the transcriptional potential of
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a cell by further blurring the lines between the genetic
and epigenetic processes as well as the environmental
influences that shape these interactions (1). The
realization of this complex interplay shifted the
focus toward epigenetics and epigenomics in modern
biomedical research (2).

Broadly, epigenetic and epigenomic research fo-
cuses on mitotically heritable gene expression regula-
tion, which is independent of changes in DNA
sequence (3). Epigenetics and epigenomics cover a
broad spectrum of DNA alterations, modifications
to histones, complex DNA and protein interactions,
and an intricate autoregulatory architecture. Because
links to epigenetic alterations have been identified in
many human disorders such as cancer, autoimmune
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pathologies, neurodegenerative diseases, and meta-
bolic imbalances, the importance of epigenetic regula-
tory factors and their therapeutic potential have
become more apparent in recent years (4). Further-
more, recent technical advances have made epigenetic
analysis methods more affordable, enabling not only
qualitative but also quantitative evaluation of epige-
nomic changes both on the gene and genome level
(3,5–7).

Epigenetics draws from many different disciplines
and this, no doubt, contributed to the fast growth of
this interdisciplinary field (5–7). This is also reflected
in our text mining of more than 30 million PubMed
records indicating that there was a continuous growth
in epigenetics research outputs in the last 20 years
(Fig. 1). Although epigenetic profiling techniques
were developed with a focus on molecular biology or
biochemistry, it is important to highlight how biophysi-
cal research contributed to sequence-level, structural,
and functional analyses as evidenced by the steadily
growing number of biophysics publications in the
context of epigenetics (Fig. 1). Thus, this review concen-
trates on the growing scope and capabilities of biophys-
ical analysis methods in epigenetics (Table 1).
Importantly, artificial intelligence (AI) and machine
learning (ML) are becoming an essential part of the bio-
FIGURE 1 PubMed text mining. (A) 41,558 PubMed articles containing
2020 were filtered from the global search; (B) word cloud visualization o
range between 2013 and 2021. (C) 1065 of PubMed articles containing te
tween 2000 and 2020 were filtered from the global search; (D) word clo
covering the peak range between 2015 and 2020.
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physical analysis pipeline in epigenomics because the
increasing data volumes from structural, microscopy,
or other measurement techniques require a robust
methodology to harmonize and process the data. As a
result, we discuss emerging concepts, both theoretical
and experimental, in AI andMLaswell as bioinformatics
that are used for the exploration of the epigenome.

The discussion is split into several hierarchical levels
that follow the organization of the epigenetic network.
We provide an overview of the biophysical methods
used to study heritable yet reversible epigenetic
changes, such as DNA methylation and other base
modifications. This is followed by an exploration of
the available methods for the assessment of histone
modifications and local chromatin architecture. Finally,
biophysical techniques are introduced for higher-order
chromatin hubs that exert transcriptional regulation
through spatiotemporal changes in chromatin (Fig. 2).
All this ties in with a quick overview of emerging bioin-
formatics and AI and ML techniques.

Overall, this review not only highlights key advances in
the field but also underscores the need for standardized
biophysical protocols and research practices in epige-
netics. Asmultidisciplinary approaches are taking center
stage in epigenetics and epigenomics, biophysics has
the potential to expand research capabilities from
term “Epigenetics/Epigenome” in their abstracts between 2000 and
f the most common terms in the abstracts of (A) covering the peak
rms “Epigenetics/Epigenome” and “Biophysics” in their abstracts be-
ud visualization of the most common terms in the abstracts of (C)



TABLE 1 Comparison of epigenetics and epigenomics methods in the context of biophysical analyses

Method Analysis scale or level Type of analysis Comments References

DNA-level modification
analysis

PCR-based bisulfite
sequencing

single-base resolution DNA methylation semiquantitative approach Li (8); Harrison and Parle-McDermott (9);
Li and Reinberg (10)

Methylation-specific PCR single-base resolution DNA methylation semiquantitative approach Li (8); Harrison and Parle-McDermott (9);
Li and Reinberg (10)

Bisulfite-based
pyrosequencing

single-base resolution DNA methylation quantitative approach Li (8); Harrison and Parle-McDermott (9);
Li and Reinberg (10)

HRM single-base resolution DNA methylation quantitative; genetic variation assessment Harrison and Parle-McDermott (9)
SMRT sequencing single-base resolution DNA methylation quantitative; allows sequencing native DNA

through single-molecule long-read
sequencing

Flusberg et al. (11)

Nanopore sequencing single-base resolution DNA methylation allows sequencing native DNA through
single-molecule long-read sequencing

Li (8); Shim et al. (12); Gilboa et al. (13);
Simpson et al. (14)

scBS-seq single-base resolution DNA methylation provides information on individual cell DNA
methylation, can be extended to WGBS

Li (8); Smallwood et al. (15)

Methyl-TROSY single-base resolution DNA methylation allows the investigation of methylated DNA
interactions with proteins

Abramov et al. (16)

SERS single-base resolution DNA methylation allows direct and multiplexed detection of
DNA base modifications

Heck et al. (17); Heck et al. (18); Zrimsek
et al. (19); Barhoumi and Halas (20);

Guerrini et al. (21)
Global modification
analysis

WGBS single-base resolution/
global analysis

DNA methylation quantitative approach; a well-established
protocol to detect methylated cytosines in

genomic DNA

Li (8); Ziller et al. (22)

DIP-seq genomic locations DNA methylation and
other modifications

semiquantitative approach; purification
technique to enrich for methylated DNA

sequences

Lentini et al. (23); Skvortsova
et al. (24); Thomson et al. (25)

MeDIP genomic locations/
genome-wide

methylation patterns

DNA methylation semiquantitative approach; large-scale
(chromosome- or genome-wide)

purification technique to enrich for
methylated DNA sequence; abundance

resolution in �100 bp

Li (8); Lentini et al. (23);
Skvortsova et al. (24); Thomson et al. (25);

Harrison and Parle-McDermott (9)

epiGBS/RRBS single-base resolution/
genome-wide analysis

DNA methylation only detects 1–3% of genome; comparative
analysis of DNA methylation and genetic
variation in hundreds of samples de novo

Li (8); Van Gurp et al. (26)

m6A-LAIC-seq single-base resolution/
transcriptome-wide analysis

RNA methylation quantitative deconvolution of methylated
versus nonmethylated transcripts

Molinie et al. (27)

sc-GEM single-base resolution/
genome-wide analysis

DNA methylation methylation profiling of target DNA sites
using SCRAM in combination with single-
cell RT-qPCR and single-cell genotyping by

next-generation sequencing

Cheow et al. (28)

SPR genomic locations DNA methylation label-free, real-time, sensitive, and specific
method for accurate detection of regional

DNA methylation

Carrascosa et al. (29)

(Continued on next page)
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Table 1. Continued

Method Analysis scale or level Type of analysis Comments References

Spectrometric tracking
or optical mapping for
5mC, 5hmC, 5fC,
and 5caC

genome-wide various DNA
modifications

fluorescent reporters based semiquantitative
assessment

Heck et al. (17); Gilboa et al. (13); Song
et al. (30)

MS genome-wide/genomic
region

various DNA
modifications

quantitative approach Fernandez et al. (31); Ehrich et al. (32);
Lin et al. (33)

Histone and chromatin
modification
analysis

Immunoprecipitation
(ChIP)-based
methods

genome-wide/target
protein specific

histone and chromatin
modifications

evaluation of the global histone-modification
state; the method allows capturing the

respective DNA sequence

Li (8); Kimura (34)

DNase-seq genome-wide/target
protein specific

chromatin modifications method for mapping active gene regulatory
elements across the genome; however,

there is evidence for the sequence-specific
DNase I cutting biases that may not reflect
chromatin accessibility to transcription

factors

He et al. (35)

DNase-FLASH genome-wide/target
protein specific

chromatin modifications demarcation of the chromatin structure
surrounding human promoters

Vierstra et al. (36)

Nucleosome x-ray genome-wide/target
protein specific

histone/nucleosome
modifications

structural biophysics method to assess
nucleosome positioning, stretching of

nucleosomal DNA, metal ion binding, and
interaction determination with other

proteins

Ekundayo et al. (37); Schalch et al. (38);
Tan and Davey (39)

Nucleosome cryo-EM genome-wide/target
protein specific

histone/nucleosome
modifications

structural biophysics method to assess
nucleosome-based recognition and
histone-modification mechanisms

Boopathi et al. (40)

Nucleosome NMR genome-wide/target
protein specific

histone/nucleosome
modifications

method for the secondary structure and
intramolecular dynamics analysis of

histones and nucleosomes

Shi et al. (41); Moriwaki et al. (42); Gao
et al. (43); Zhou et al. (44)

Nucleosome MS genome-wide/target
protein specific

histone/nucleosome
modifications

quantitative analysis method to study the
higher-order structures, such as

nucleosome diversity, in the epigenome

Saikusa et al. (45)

SCAN genome-wide chromatin
modifications

method uses the fluorescent probes to track
changes in histones or survey the
epigenomic marks across genomes

Heck et al. (17); Murphy et al. (46);
Hyun et al. (47)

ChIP-String genome-wide chromatin modifications method allows characterizing the chromatin
state at several hundred positions in the

genome by pulling down chromatin
fragments labeled with antibodies to
assess specific histone modifications

Ram et al. (48)

(Continued on next page)
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Table 1. Continued

Method Analysis scale or level Type of analysis Comments References

Fluorescence-based
chromatin mapping

genome-wide chromatin modifications chromatin fragments with a nucleosome are
attached to a microscope slide and the
fluorescent antibody interaction with the
tethered structure can be used to evaluate

different histone states

Harris et al. (49); Shema et al. (50)

SPRi genome-wide/target
protein specific

histone/nucleosome
modifications

3D carbene-chip-based SPRi to assess
modified histone peptides and nucleic
acids; method involves a complicated

preparation of the sample

Zhao et al. (51)

Higher-order chromatin
structure analysis

Chromosome conformation
capture (3C, 4C, 5C)

spatial chromatin
organization

interacting chromatin
loci

These methods quantify the number of
interactions between genomic loci that are
close in 3D space. Quantification can be
integrated with PCR or deep sequencing to
produce genome-wide interaction maps.

Dostie et al. (52);Gavrilov et al. (53); Ohlsson
and Göndör (54)

MST chromatin-level
interactions

protein and chromatin
interactions

Thermophoretic movement-based rapid
quantification of the molecular

interactions between proteins and DNA.
This method can be adapted to capture
histone complexes or nucleosomal milieu
influence on the recognition of histone

modifications.

Schubert and L€angst (55); Corbeski
et al. (56)

Hi-C chromosome level chromosome conformation
capture

method allows simultaneously capturing
chromosome conformation and DNA

methylome in a single assay; however, the
method is complicated and expensive

Bonev and Cavalli (57); Gibcus and
Dekker (58)

Single-molecule localization
microscopy

chromatin level /
chromosome level

macromolecular complex
interactions

multiple variations exist for different
visualization protocols to track

chromosome subdomains and territories;
subcellular structures and single-molecule
dynamics can be analyzed at a nanoscale

level

Manders et al. (59); Visser et al. (60);
Zwettler et al. (61); Hausmann et al. (62)

FISH chromatin level /
chromosome

level

macromolecular complex
interactions

used to visualize genomic loci in three
dimensions that can be integrated into
chromatin tracing and multiplexing

protocols

Wang et al. (63); Hu and Wang (64)

Confocal microscopy chromatin level /
chromosome level

macromolecular complex
interactions

multiple different protocols and technical
set-ups exist to track chromatin

conformational dynamics

Poirier et al. (65); Schueder et al. (66);
Jeffet et al. (67)

cryo-EM chromatin level macromolecular complex
interactions

allows capturing structures from a single
nucleosome in several dynamic states to
higher-order chromatin formation events

Saksouk et al. (68); Machida et al. (69);
Cai et al. (70); Merk et al. (71); Song
et al. (72); Grant et al. (73); Punjani

et al. (74)
(Continued on next page)
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singular experiments tohigh-throughput screenswith the
applications in translational and clinical research.
Sequence nonaltering DNA modifications that
reverberate through all regulatory networks: what
can biophysics tell us?

The landscape of DNA sequence modifications

A major epigenetic mechanism involving direct chemi-
cal modification to the DNA sequence is achieved
through DNA methylation. Historically, DNA methyl-
ation was identified in mammals as early as the discov-
ery of DNA (79). This epigenetic modification is the first
epigenetic regulatory layer that plays a role in gene
expression, which is now recognized as a significant
epigenetic factor influencing chromosomal structure,
DNA conformation, DNA stability, and the interactions
between DNA and proteins (80) (Figs. 1 and 2).

Methylation is achieved via the action of enzymes
that add a methyl group at the 50-position of cytosine
bases (5mC) in DNA. Other modifications, which
include the oxidation of 5mC to 5-hydroxymethylcyto-
sine (5hmC), 5-formylcytosine (5fC), and 5-carboxylcy-
tosine (5caC) and the addition of a methyl group to
adenine (A) generating N6-methyladenine (6mA), are
also being recognized as important epigenetic regula-
tors (81,82). However, out of 43 catalogued DNA mod-
ifications found in natural DNA (83), 5mC is the most
frequent alteration to the DNA sequence in plants and
animals (82,84,85). Because of the high 5mC frequency
in the genome (more than 4% of the human genome cy-
tosines are reported to be modified in this way), this
modification became the most studied one—to such
an extent that it is considered the fifth base of DNA
(82,84,85). Although the methylation at the five position
of DNA cytosine in the vertebrate genomes is main-
tained by the synergetic catalytic actions of three
DNA methyltransferases (DNMTs), demethylation is
believed to occur through several metabolic routes
along which, for example, a family of mammalian
TET proteins has been recently linked to this process.
Mammalian DNMT3A and DNMT3B illustrate well the
intricate nature of methylation maintenance because
these enzymes are also known to be capable of directly
removing the hydroxymethyl moiety from 5hmC in vitro,
and based on the experimental work, it has been sug-
gested that DNMTs in combination with TET might
actively demethylate 5mC in vivo as well (86–88).

Epigenetic changes extend beyond single-base mod-
ifications, as some cytosine nucleotides are followed
by a guanine nucleotide forming a linear alternating
DNA sequence (50-C-phosphate-G-30 or CpG). These
stretches of DNA are known as CpG sites and they
tend to occur at high frequency in genomic regions



FIGURE 2 Eukaryotic chromatin organization
(adapted from Harabula and Pombo (77) and
Magaña-Acosta and Valadez-Graham (78)).
Chromosome territories represent the highest
organizational level followed by topological ar-
chitecture domains (TADs) and sub-TADs.
Sub-TADs are formed by the chromatin loops,
which are composed of nucleosome clutches.
Nucleosome aggregates are composed of indi-
vidual nucleosomes wrapping around DNA. At
each organizational level, the architectural do-
mains or structures interact with different pro-
teins and nucleosome tails, and DNA might
have various modifications (exemplified by
the hexagons in the diagram). The correspond-
ing genome content in megabases (Mb) is pro-
vided next to the diagram.
called CpG islands (CGIs) (89). Although CpG dinucleo-
tides are described as rare in genomes, 75–85% of
them are methylated in mammals (90,91). CpG sites
become especially relevant because around 60% of
the promoters in the human genome contain CGIs,
and these regions are typically unmethylated (87,91).
This changes with aging and cellular perturbation
events that promote further genomic destabilization
through hypermethylation (91). Moreover, recent
genome-wide methylome surveillance studies high-
lighted that methylation exerts a broad influence on
gene control. In this context, methylation in the imme-
diate vicinity of the transcriptional start site can pre-
vent initiation. However, if it occurs in the gene body,
it might have an opposite effect. Similarly, it became
evident that methylation in centrometric CpG regions
can influence chromosomal stability and successful
segregation during mitosis (92,93). Another level of
complexity is added by the facts that CGIs are not
the only regions that can be methylated and that dinu-
cleotide methylation patterns are unique to different
tissues (92). In addition, it is also important to stress
that methylation effects are not binary, fluctuating be-
tween on and off states, but rather a spectrum depen-
dent on many factors. It has been previously reported
that 40% methylation was sufficient to silence expres-
sion and that specific positioning of CpGs in promoter
regions can influence gene expression (87,94). Other
modifications to cytosines can also have an impact
on the expression profile; for example, it has been
shown that hydroxymethylation and methylation
events in the genome can balance cell lineage commit-
ment and pluripotency (52).

The importance of DNA methylation and other mod-
ifications is emphasized by the growing number of hu-
man diseases that are linked to these epigenetic marks
(95). Aberrant methylation patterns have been identi-
fied in various cancers and other common human
diseases, such as autoimmune diseases, metabolic im-
balances, and psychological disorders. Therefore,
these epigenetic changes are explored as potential bio-
markers or therapeutic targets (95,96). In the following
sections, we review some of the key research methods
to analyze epigenetic alterations with a focus on clas-
sical and emerging biophysical techniques (Table 1).
Molecular biology methods with ideas from biophysics to
capture DNA sequence modifications

The majority of the exploratory tools for DNA methyl-
ation belong to the realm of molecular biology, and
several excellent reviews provide an in-depth perspec-
tive on the progress in epigenetics (8), as well as the
most impactful developments over the past 10 years
(2). Classically, DNA methylation analysis is performed
by employing bisulfite conversion, in which sodium
bisulfite reaction leads to cytosine deamination and
conversion to uracil, whereas methylated cytosines
are protected. The downstream analyses include poly-
merase chain reaction (PCR), quantitative PCR (qPCR),
or sequencing to capture different methylation levels.
PCR and qPCR offer a semiquantitative approach,
and pyrosequencing allows quantitative evaluation of
methylation in a particular genomic region (9,10). Other
methods, such as high-resolution melt analysis (HRM)
and immunoprecipitation techniques, allow the detec-
tion of DNA methylation levels through qualitative
assessment. HRM can be used for a rapid genetic
variation assessment, whereas methylated DNA immu-
noprecipitation captures genome-wide methylation
Biophysical Reports 1, 100028, December 8, 2021 7



patterns (9). All these approaches are variations of
PCR-, next-generation-, and/or microarray-based
sequencing. Despite molecular biology driving signifi-
cant advancements in our understanding of the epige-
nome and its regulation, these methods lack the ability
to capture the full scope of the regulatory kinetics and
fail to provide a quantitative assessment of epigenetic
processes.

Furthermore, the analytical accuracy can be compro-
mised by a significant variation in the readouts. This
was demonstrated for DNA immunoprecipitation
(DIP) sequencing (DIP-seq), which is a common
method used to profile DNA modifications. Initially,
DIP-seq was used as an enrichment and profiling
method for genome-wide 5mC distribution studies in
which antibody-based enrichment of methylated DNA
fragments (MeDIP) was coupled with hybridization to
DNA microarrays (MeDIP-chip) or high-throughput
sequencing (MeDIP-seq) (23–25). DIP-seq has recently
been applied to capture the genomic locations of other
modifications, namely 5hmC, 5fC, 6mA, and 5caC (23).
However, follow-up studies for DIP profiles using inde-
pendent methods highlighted that DIP-seq analysis re-
sults in preferential enrichment of regions with low CG
content (23). A study conducted by Lentini and col-
leagues concluded that DIP-based assays require
both matched input (sample that has not been immu-
noprecipitated in all DNA recovery steps) and immuno-
globulin G controls, as well as non-antibody-based
techniques (23). Such examples demonstrate how
cytosine profiling data can be misinterpreted if
adequate precautions are not taken. In addition, it be-
comes evident that although there are various analyt-
ical techniques in molecular biology, the reliability
varies, and even the established methods need to be
scrutinized.

The introduction of other molecular research tools or
modifications to the existing methods allowed re-
searchers to improve the accuracy and broaden the
detection spectrum. The shortcomings of bisulfite
sequencing, such as the inability to detect other base
modifications, led to the emergence of new sequencing
and analysis methods for a wide range of modifica-
tions. One such example is reduced-representation
bisulfite sequencing allowing for DNA methylation
and genetic variation comparative analysis at a low
cost for a large number of de novo samples. This gen-
otyping method relies on bisulfite-converted DNA
sequencing, which enables mapping, variant calling,
and distinction of single-nucleotide polymorphisms.
This information can be subsequently referenced
against known methylation variations (26). Another
recently introduced method, m6A-level and isoform-
characterization sequencing, allows a quantitative
deconvolution of methylated versus nonmethylated
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transcripts (27). This new sequencing approach does
not fragment RNA before anti-m6A RNA immunopre-
cipitation, as it would be performed following the
m6A-seq protocol. Instead, Molinie and co-workers
(27) developed a protocol allowing sequencing of
intact full-length transcripts of m6A-positive and
m6A-negative fractions post-RNA immunoprecipita-
tion. These improved protocols illustrate the emer-
gence of novel techniques in epigenetics to quantify
differential methylation of transcript isoforms.

However, despite all the progress, some funda-
mental limitations still needed to be addressed to
gain quantitative insights. By incorporating ideas
from biophysics, such as interaction or process ki-
netics modeling, it became possible to develop analyt-
ical methods capturing epigenetic modifications on a
base level. One such example is PacBio's Single Mole-
cule, Real-Time (SMRT) sequencing, which relies on
sequencing by synthesis, in which base modifications
affect the kinetics of the polymerase and alterations
to nucleotides can be inferred comparing a modified
sequence to an in silico model or unaltered template
(11). As can be expected, this method suffered from
a high signal/noise ratio. However, the explored ideas
were echoed in other projects. Excellent reviews by
Kurdyukov and Bullock as well as by Young and col-
leagues provide resources on the molecular techniques
and sequencing methods used for the methylation
analysis (97,98). Overall, conventional molecular
biology techniques combined with biophysical assess-
ment of kinetics and/or interactions tracking are first
conceptual steps toward better precision and integra-
tion into high-throughput studies.
Zooming in on single-base alternations with the help from
biophysics

Versatility is key in epigenetics and epigenomics
research and helps to capture the full scope of the reg-
ulatory complexity. Therefore, biophysical methods
are also beginning to make inroads into routine labora-
tory techniques to study epigenetics (Table 1). In this
context, nanopore-based sequencing methods are em-
ployed to chart different epigenetic modifications,
capturing not only the epigenetic tissue heterogeneity
but also cellular level complexity. For example, solid-
state nanopores were used to explore methylation by
selective labeling of methylation sites with methyl-
CpG-binding domain protein 1 (MBD1) (99). This tech-
nique relies on detection of methylated CpG dinucleo-
tides and subsequent labeling of the sequence with a
75-amino-acid region of the methyl-DNA binding pro-
tein. Protein tethering to the methylated region in-
duces a threefold increase in the blockage current
when passing through the solid-state nanopore. This



nanopore-based methylation assay is an alternative to
bisulfite conversion, fluorescent labeling, or PCR (12)
and allows a more direct evaluation of the methylation
state. Another single-molecule quantification method
for the detection of multiple unmethylated CpGs relies
on linking of DNA to a synthetic cofactor using DNA
methyltransferases. Electro-optical nanopore detec-
tion is then used to assess and quantify unmethylated
CpGs at the single-molecule level (13). Gilboa's proof-
of-principle study showed that this electro-optical
method can be used to analyze longer stretches of
double-stranded DNA (around 10 kbp), foregoing
PCR amplification or bisulfite modification. Biophysi-
cal detection methods for methylated dinucleotides
have also led to commercial products, namely the
Oxford Nanopore Technologies MinION sequencer,
which turned nanopore sequencing devices into elec-
trolytic current detectors sensitive to base modifica-
tions (14). Solutions for faster sample handling
without the need of extensive preprocessing can find
their way into precision medicine applications
(100,101).

Advances in single-cell sequencing also found their
application in epigenetics. One example of single-
cell genome-wide analysis is reduced-representation
bisulfite sequencing (15), which is used tomap relation-
ships between epigenetic, genomic, and transcriptional
levels. This method relies on the isolation of single cells
and treatment of the genomicDNAwith sodiumbisulfite
leading to DNA modification and fragmentation. After
the DNA conversion, fragments undergo random prim-
ing and PCR amplification before the sequencing. After
the deep sequencing, it is possible to identify single
cytosine methylation events at high resolution. Another
protocol (scM&T-seq) allows the performance of paral-
lel single-cell genome-wide methylome and tran-
scriptome sequencing. scM&T-seq uses genome and
transcriptome sequencing (G&T-seq) methodology to
covert DNA using busulfite without affecting the tran-
scriptome. The authors of this method claim that the
developed protocol enables discovering associations
between transcriptional and epigenetic variation (102).
However, single-cell sequencing combined with bisul-
fite processing is still an expensive method, and chem-
ical processing introduces additional variations to the
sample. Therefore, sequencing methods are combined
with other analysis platforms to improve detection
limits.

A recent study introduced a method to genotype sin-
gle cells and capture DNA methylation at multiple loci
(28). High-throughput microfluidic platform (single-
cell analysis of genotype, expression, and methylation;
sc-GEM) relies on single-cell restriction analysis of
methylation (SCRAM) in combination with single-cell
real-time qPCR as well as on single-cell genotyping by
next-generation sequencing. As a basis for sc-GEM,
Cheow and colleagues introduced SCRAM in their
earlier work to measure the DNA methylation state
and assess multiple target sites in single cells (103).
The SCRAM pipeline begins with the isolation and lysis
of single cells, followed by digestion of genomic DNA
with a methylation-sensitive restriction endonuclease
in which the main focus is the amplification of multiple
targets by two rounds of PCR to capture the methyl-
ation profile of target DNA sites. The authors claim
that sc-GEM overcomes the shortcoming of bisulfite-
based single-cell DNA methylation assays such as
DNA degradation, providing a more reliable examina-
tion of methylation.

Thus, microfluidics and/or nanopore-based systems
provide a framework that can be easily integrated with
molecular biology or biophysical techniques to analyze
methylation. Moreover, parallelization of sequencing
and genomic mapping can enrich the analysis by moni-
toring genetic and epigenetic perturbations. However, it
is necessary to highlight that various new single-cell
sequencing methods have to be rigorously tested to
ensure that the assessments are precise and sensitive.
Light-based methods to capture DNA methylation and other
alteration patterns

Optical detection and quantification are widely used in
biomedical research. The broad applicability of various
microscopy techniques not only offers a sensitive
method to detect alterations at the molecular level
but also provides means to quantify them (Table 1).
Not surprisingly, a growing number of optical protocols
and analytical platforms are used to study DNA epige-
netic modifications. Specifically, optical detection tech-
niques for DNA methylation have been developed by
employing different fluorescence, Raman spectros-
copy, electrochemiluminescence, and colorimetric
readouts, as well as surface plasmon resonance
(SPR). Perhaps one of the most interesting applica-
tions is SPR, which has the potential to become a
real-time and sensitive monitoring method to assess
multiple samples and detect clinically important bio-
markers (29). Furthermore, it has been recently demon-
strated that an SPR-based assay can be used to screen
DNA methyltransferase inhibitors (104). A thorough re-
view by Nazmul Islam and colleagues details the prog-
ress in DNA methylation optical research, in which the
authors overview various optical analysis strategies
and associated challenges. Moreover, they believe
that many of the discussed proof-of-concept ideas
are suitable to become point-of-care DNA methylation
biosensors in the future (105).

Other imaging techniques, such as single-molecule
optical detection of DNA modifications, have the
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potential to detect and quantify separate molecules
through fluorescent reporters. These methods are
especially useful for multiplex experiments. A review
by Heck outlines the labeling of DNA modifications,
such as 5mC, 5hmC, 5fC, and 5caC, for spectrometric
tracking or optical mapping (17). Although cytosine al-
terations are charted by the decrease in their content
and the assessment is only semiquantitative, there
are significant advances in pushing resolution limits.
For example, human blood was analyzed by
combining 5hmC labeling with optical genome map-
ping using nanochannels in the first whole-genome
single-molecule epigenetic profiling study (106). This
type of mapping may help to unveil locus-specific
5hmC patterns for diagnostic purposes. This
approach has been commercialized by BioNano Geno-
mics, Inc. (13). Optical tracking was also used to mea-
sure 5mC and 5hmC abundance in CpG sites using
single-molecule fluorescence resonance energy trans-
fer to explore a potential involvement of these struc-
tures in gene regulation in the mouse genome (30).
Thus, undoubtedly, optical detection of epigenetic
changes at a single-base level has great commercial-
ization potential if these attempts can grow beyond
laboratory experiments.
Biophysics bridges sequence modifications and function in
epigenetics research

Biophysical methods for single-base analyses extend
far beyond sequencer modifications or optical tech-
niques (Table 1). The classical biophysical toolbox
has been extensively applied and modified to capture
methylation-specific events and even connect those
changes with structural and functional effects. An
interesting comparative study of the temperature de-
pendences of 1H NMR, ultraviolet absorption, and
Raman scattering spectra revealed that CpG motif
methylation and the surrounding base composition in-
fluence the enthalpy and entropy of DNA duplex forma-
tion (107). Thus, thermodynamic analysis could be one
avenue to improve our understanding of DNA methyl-
ation effects. Specifically, measuring the thermody-
namic parameter changes can help assess the
methylation in real time and infer single-nucleotide in-
teractions. Although in practical terms, this might not
be used for diagnostics, it could greatly enhance our
understanding of the intricate nature of how sequence
composition and methylation affect the formation of a
DNA duplex (108,109).

However, there are also challenges in adopting
biophysical analysis techniques for epigenetics; for
example, although NMR is a versatile and important
tool in studying biomolecules, nucleic acid NMR
studies have proven to face more challenges in chem-
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ical shift dispersion, spectral quality, and sample
preparation. Thus, research is ongoing to address
structure-dynamics-function relationships for DNA
methylation and interacting proteins (16,110). Abra-
mov and co-workers optimized methyl-transverse
relaxation-optimized spectroscopy (methyl-TROSY)-
based NMR and demonstrated the importance of
labeling DNA molecules with methyl-group probes at
specific sites to obtain high-quality data for large mo-
lecular complexes (16). The authors explored methyl-
labeled DNA (5mC and 153-bp Widom DNA molecule)
with nucleosomal proteins reaching high spectral reso-
lution and sensitivity with methyl-TROSY.

The fluorescence-based techniques discussed
above provide high sensitivity, but the accessible spec-
tral window may limit multiplexing options (17). These
limitations can be resolved by other biophysical tech-
niques, such as surface-enhanced Raman scattering
(SERS). SERS is a label-free analyte detection method
sensitive enough to capture individual molecules.
Moreover, SERS tagging (e.g., gold or silver nanopar-
ticles with dye coating) can be easily multiplexed
because Raman spectra have very narrow bandwidths
(18,19). This method relies on the strong Raman signal
enhancement occurring in close proximity to gold or sil-
ver nanostructures during SPR (17). SERS has already
been applied to directly detect 6mA, 5mC, 5hmC, and
8-oxo-guanine (20). Other extensions of SERS were
used to analyze single-base mismatches, as well as
to detect 5mC and 6mA in DNA duplexes, permitting
the quantification of hybridization events (21). Taken
together, it is evident that label-free multiplexing
SERS can be valuable for the evaluation of DNA base
modifications. However, as Heck points out, more
work needs to be done to go beyond the proof-of-
concept stage by establishing robust sample prepara-
tion and analysis procedures (17).
DNA modification assessment with mass spectrometry

Understanding DNA epigenetic modifications in their
biological context requires establishing and quantifying
epigenetic alteration patterns. Mass spectrometry
(MS) allows charting epigenetic marks across the epi-
genome in a high-throughput fashion to surveil global
DNA methylation patterns (Table 1).

Quantification of 5mC and 5hmC can be performed
using ultraperformance liquid chromatography and
MS (triple quadrupole) detection for accurate and
fast quantification of relative global 5mC and 5hmC
levels (required genomic material 1 mg) (31). Quantita-
tive high-throughput evaluation of DNA methylation
can also be achieved using matrix-assisted laser
desorption/ionization time-of-flight (TOF)-MS. The
method relies on a single-base-specific cleavage



reaction to determine methylation sites as well as
methylation ratios for a region of interest. The high-
throughput nature of this approach can be especially
useful for quantitative analysis of methylation to accu-
rately classify histopathology samples (32).

Target fragmentationassay (TFA), a novelMSmethod,
allowed ultrasensitive DNA methylation profiling
because TFA selectively captures cleaved target DNA
fragments using magnetic separation followed by MS
(33). Although this method is highly sensitive (the detec-
tion limit is as low as 0.056 amol) and does not require
sample amplification to detect nonenzymatic hydroly-
sates of the target sequences (33), it still needs to
become high throughput. Moreover, TFA requires thor-
ough testing to assess its quantification capabilities.

The need for benchmarking newly developed
methods is exemplified by a recent study, which was
able to reveal methylation levels of DNA, but the suc-
cess depended on the cation exclusion levels (13).
The presented analysis involved a nanoelectrospray
TOF-MS (nano-ESI-TOF-MS) combined with CpG
methylation insensitive nuclease restriction to charac-
terize DNA methylation (<400 bp, in vitro samples).

Although the advantages of MS are evident when it
comes to methylation level assessments, its applica-
bility, accuracy, and scalability still pose challenges
(111,112). This becomes especially apparent when
considering a simple example of electrospray TOF-
MS (ESI-MS) pipeline, in which samples must undergo
extensive desalting in contrast to matrix-assisted laser
desorption/ionization TOF-MS. Moreover, additional
sample preparation such as chromatographic separa-
tion of DNA fragments may also be needed. Thus, the
promising experimental work still needs to be further
benchmarked, and the variations within the techniques
require developing consistent protocols.
Biophysical perspective can offer new insights into
histone modifications and their architecture

The epigenetic landscape of chromatin

DNA assembles into chromatin, in which gene regula-
tion is directly tied to higher-order structure organiza-
tion (10,113,114). Nucleosomes serve as
fundamental chromatin units that wrap 146-bp DNA
stretches around histone octamers (H3, H4, H2A, and
H2B) (10,115–119) (Fig. 2). Whereas histone lysine res-
idues are tightly associated with the negatively charged
phosphate groups of DNA because of their positive
charge, histone acetyltransferases can change this
through the transfer of an acetyl group to histone tail
lysine residues, leading to chromatin opening through
negative-negative charge repulsion. In contrast, deace-
tylases remove acetyl groups from histones packing
chromatin regions more tightly. Consequently, post-
translational modifications (PTMs) of histones can
affect the access of transcription regulatory machinery
to DNA and thus can exert multiple effects on both
short- and long-term gene expression. A good illustra-
tion of the effects of histone PTMs can be found in
actively transcribed genes, which are marked by trime-
thylated H3K4 (H3K4me3) and acetylated H3K27
(H3K27ac) at their transcription sites (34,120). It is
also important to highlight that histone PTMs encom-
pass a wide spectrum of alterations, which may also
include methylation, phosphorylation, ubiquitylation,
and sumoylation (10,68,115,116,121,122). As a result,
the “histone code” is a term often used to describe
these PTMs that govern gene expression through mul-
tiple systemically coordinated interactors (123–125).

Overall, nucleosomes and their role in the organiza-
tion of chromatin architecture influence transcriptional
activation, RNA processing, DNA damage repair, repli-
cation, and nuclear organization. Nucleosomal
ordering is the result of a convergence of multiple
cellular factors in a complex regulatory environment
(126). Failure to maintain chromatin ordering is a
known cause of neurodevelopmental or neurodegener-
ative diseases as well as immune and metabolic disor-
ders (127). Therefore, the diversity of this epigenome
layer highlights the need for precise tools to uncover
the underlying network dynamics.
Classical molecular biology approaches with new ideas from
biophysics to capture nucleosome and chromatin changes

The majority of methods used to study histone func-
tion rely on molecular biology or biochemical tech-
niques, such as chromatin immunoprecipitation
(ChIP)-based methods (Table 1) (34). ChIP
sequencing (ChIP-seq) allows to capture genome-
wide chromatin modifications in vivo but the method
typically needs larger samples (�107 cells). To over-
come the technical limitations, new methodologies
are continuously developed, as showcased by a new
protocol that was introduced for microfluidics-based
ChIP-seq and requires only as few as 100 cells
(128). To make ChIP more efficient, the authors
used multilayer soft lithography to build a poly(dime-
thylsiloxane) (PDMS) device with a simple microfluidic
chamber (�710 nL in volume). The incorporation of
the microfluidic chamber that supports magnetic
bead flow (�2.8 mm in diameter) allowed adsorption
of sonicated chromatin fragments. Specifically, ChIP
antibody-coated beads captured fragments of chro-
matin flowing through the chamber. After capture,
the IP beads were washed by oscillatory washing to
remove nonspecifically adsorbed chromatin frag-
ments and collected for off-chip processing.
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Another challenging aspect of chromatin studies is
the capture and analysis of histone PTMs. To address
this need, a method was developed using a streamlined
semisynthesis of DNA-barcoded nucleosome libraries
(129). These libraries with distinct combinations of
nucleosomal PTMs are assembled and treated with
various effectors or subjected to the nuclear proteome.
ChIP is used to isolate the products of the interactions,
and the samples are subsequently subjected to multi-
plexed DNA-barcode sequencing. The authors of this
method anticipate that the high-throughput nature
and sensitivity of the technology can uncover various
interactions and signaling events at the chromatin
level. Another study on high-resolution mapping of tran-
scription factor binding sites on native chromatin high-
lighted that the choice of chemical treatment (e.g.,
formaldehyde) can introduce noise into the data by
fixing some transient interactions (130). Instead,
micrococcal nuclease was suggested for the digestion
of chromatin without cross-linking before affinity purifi-
cation of the transcription factors and paired-end
sequencing. The use of micrococcal nuclease was
based on an earlier study in which the researchers
demonstrated that this nuclease digests only exposed
DNA not protected by nucleosomes or other binding
proteins (131). For example, the occupied regions of
genomes from affinity-purified naturally isolated chro-
matin method uses micrococcal nuclease-digested
non-cross-linked chromatin to establish high-resolution
binding sites of transcription factors and provides a
sensitive and specific profiling of direct protein-DNA in-
teractions (130). Similarly, other nucleases were pro-
posed to map transcription factor occupancy and
predict the surrounding nucleosome architecture.
DNase I-released fragment-length analysis of hyper-
sensitivity was shown to enable capturing the locations
of DNA-nucleosome interface, such as sites around hu-
man promoters (36). Yet, a number of methods still
need to go through thorough testing. An analysis of
sequencing of DNase I hypersensitive sites (DNase-
seq) revealed sequence-specific DNase I cutting bias,
which had not been adequately accounted for in previ-
ous footprinting studies. Therefore, the specific pro-
tein-DNA interaction might not be correctly assessed,
leading to incorrect assignment of transcription factor
binding (35).
Nucleosome and chromatin architecture analysis using struc-
tural and quantitative biophysics methods

To better understand how structural factors drive the
histone assembly into nucleosomes, it is necessary
to go beyond charting sequences and interactors.
The quantitative and structural exploration of nucleo-
somes and chromatin organization may permit a bet-
12 Biophysical Reports 1, 100028, December 8, 2021
ter architectural understanding of these epigenome
elements. This has been attempted with x-ray
studies, NMR, MS, cryogenic electron microscopy
(cryo-EM), and even optical analyses (Table 1)
(37,38,42,45,65,69,132).

Nucleosome x-ray studies provided the first glimp-
ses into the structure and function of nucleosomes.
For example, nucleosome positioning, stretching of
nucleosomal DNA, metal ion binding, as well as interac-
tion with other proteins allowed to advance and gain a
better understanding of epigenomic processes (38,39).
This structural analysis method recently allowed the
capture of crystal structures of tetranucleosomes (var-
iants of Widom 601 DNA reconstituted with Xenopus
laevis histones expressed in Escherichia coli) with
�11-bp DNA linkers (5.8 and 6.7 Å resolution). The
study showed how minimal intramolecular nucleo-
some-nucleosome interactions result in a fiber compo-
sition that resembles a flat ribbon (37). However,
electron microscopy was needed to obtain high-
resolution structures. Moreover, additional chemical
manipulation was necessary to assess the diversity
of nucleosome-nucleosome interactions. This exem-
plifies how challenging it is to study these chromatin ar-
chitecture elements and connect that information with
higher-order structures.

X-ray crystallography can be substituted by cryo-EM,
and this is also true for nucleosomal studies (133). A
number of recent studies demonstrated how powerful
this method can be in capturing better-resolved nucle-
osomes. For example, cryo-EM was used to obtain
structures for the nuclear receptor-binding SET domain
(NSD) family proteins, NSD2 and NSD3, bound to
mononucleosomes (reconstituted with 147-bp Widom
601 DNA and 187-bp DNA sequences). It was possible
to capture how the binding of NSD2 and NSD3 to mono-
nucleosomes leads to DNA unwrapping close to the
linker region. This study offered new insights into
NSD2 and NSD3-mediated nucleosome-based recogni-
tion and histone-modification mechanisms (134).
Another cryo-EM study revealed the differential flexi-
bility of DNA ends around CENP-A nucleosome
(CENP-A 601 nucleosome core particle (NCP)) (40).
As the resolution for x-ray NCP structures ranges
from 1.9 to 7 Å (135–137), an interesting comparative
study for x-ray and cryo-EM was performed for a
200 kDa NCP reconstituted with Widom 601 DNA,
which also provided a high-resolution x-ray crystal
structure. The authors were able to achieve an overall
resolution of 3.9 Å, demonstrating that phase-plate
cryo-EM could be an important tool to determine
novel near-atomic resolution structures of complex
samples (138).

Another valuable tool for structural analysis is NMR,
which permits assessment of conformational flexibility



and has been exploited for nucleosome studies
(43,44). An excellent review by van Emmerik and Ingen
provides a detailed summary of the state-of-the-art
NMR studies covering nucleosomal DNA, histone com-
plexes, nucleosomes, and nucleosomal arrays (139).
The authors suggest that by increasing both the depth
and breadth of nucleosome NMR studies, it will
become possible to capture new information on the dy-
namic landscape of nucleosomes and the interacting
proteins. Recently, NMR helped to determine the first
structure of isolated full-length H2A-H2B heterodimers
(42). Another key study on the secondary structure and
intramolecular dynamics of human histone H4 (hH4) in
the nucleosome was performed using solid-state NMR.
Structure dynamics from nano- to microsecond as well
as micro- to millisecond timescales were explored,
revealing motion diversity of the hH4 protein (41). In
contrast to other structure analysis methods that
require specifically prepared or “frozen” samples,
NMR can be used to assess the flexibility of observed
structures, which could allow monitoring changes
of the higher-order chromatin structures and DNA
accessibility.

MS studies also provided new insights into multimo-
lecule interactions, and this quantitative analysis
method has been used to study higher-order structures
in the epigenome. Structural diversity of nucleosomes
was recently explored using native MS in which nucle-
osomes were analyzed by observing charge states of
nucleosomes reconstituted with DNA (varying length)
and using positive-mode ESI-MS (45). The results indi-
cated that histone-free DNA regions have an effect on
the structural diversity of nucleosomes. The generated
data allowed the authors to postulate that histone tails
with PTMs might behave differently in nucleosomes
with long DNA strands compared to nucleosomes
with unmodified histones. They further concluded
that this might play a role in the biological function of
the histone tail, which is linked to the regulation of
DNA transcription, replication, and repair. Another
report described a quantitative protein-DNA and pro-
tein-nucleosome binding assay based on affinity-puri-
fied nuclear extracts and isobaric chemical labeling,
which enabled MS analysis; this approach helped cap-
ture apparent binding affinities of monomeric and mul-
timeric transcription factors as well as chromatin
remodeling complexes to DNA (132). As evident from
these examples, MS can be adapted into assays for
exploration of regulatory interactions.

Nucleosomes compact the genome by wrapping the
DNA around a histone octamer, influencing many
crucial regulatory processes ranging from gene expres-
sion to DNA repair (139). Thus, by incorporating more
structural biophysical methods, we can gain new in-
sights into the dynamics of various interactions.
Optical techniques for histone modifications

In recent decades, continuously evolving microscopy
such as super-resolution microscopy played a central
role in revealing that the spatial genome organization
is not random and that temporal interactions govern
many complex regulatory elements. Super-resolution
microscopy methods are typically categorized into
structured illumination microscopy, single-molecule
localization microscopy, and stimulated emission-
depletion microscopy (140–142). These optical
techniques are especially useful because they offer
multiplex tracking of molecules of interest, which can
be used for biomolecular interaction studies (143).
For example, super-resolution methods such as cryo-
electron tomography and super-resolution light micro-
scopy, as well as other highly effective imaging
methods, including fluorescence anisotropy and fluo-
rescence correlation spectroscopy, have made signifi-
cant contributions in advancing our understanding of
the chromatin organization and dynamics (144–150).
Because these techniques rely on preserving chromatin
integrity and require minimally invasive preparation
methods, it is possible to investigate chromatin organi-
zation in live cells (143). The analysis of the dynamics
of chromatin and its components under in vivo condi-
tions was made possible by fluorescently tagging the
histones in human osteosarcoma cells (151). Several
key reviews provide an in-depth overview of the current
optical detection methods for chromatin analysis
(143,46).

As discussed above, one of the main advantages of
light-based detection methods is the ability to capture
changes at a molecular level. One such example is sin-
gle-chromatin molecule analysis at the nanoscale,
which is an affinity-based detection method using fluo-
rescent tags to track changes in histones or survey epi-
genomic marks across genomes (e.g., diseased state
versus healthy) (17,47,152). Moreover, light-based
techniques offer an avenue to quantify relative epige-
netic status and zoom in on specific genomic loci
which could aid in biomarker studies (48). In this
context, a ChIP-String method was used to charac-
terize the chromatin state at several hundred positions
in the genome using a pull-down of chromatin frag-
ments labeled with 126 chromatin regulator antibodies,
17 histone-modification antibodies and two immuno-
globulin G control antibodies (48). Downstream anal-
ysis was performed using an nCounter (a platform for
detecting and counting large sets of molecules; Nano-
String Inc., Seattle, WA).

However, multiplexing studies can be difficult when
using fluorescent probes because of the limited detec-
tion and emission range. Recently, an innovative
method was devised to overcome this limitation.
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Chromatin fragments with a nucleosome were
attached to a microscope slide and the fluorescent
antibody interaction with the tethered structure was
used to evaluate different histone states. After probe
data acquisition, nucleosomal DNA was sequenced
on the slide to determine genomic location (49,50).
The usefulness of the discussed methods lies in their
ability to analyze unamplified DNA sequences. Howev-
er, improving the accuracy of quantification and probe
binding kinetics is still needed (17).

Another optical method, namely SPR, also holds
promise for high-throughput multicomplex analyses.
By using SPR to quantify binding affinities, it has
been recently demonstrated that modified histone pep-
tides and nucleic acids can be assessed using three-
dimensional (3D) carbene-chip-based SPR imaging
(SPRi). Even though the high-throughput nature of
SPRi allows studying the interactome in vitro, it still
has drawbacks, as it requires a “drying process” to
minimize carbene blocking for immobilization. How-
ever, such treatment is not suitable for proteins that
are sensitive to water loss, and the carbene-based
immobilization strategy is thus not optimal (51).

Since the advent of super-resolution microscopy, it
became evident that 3D folding has important conse-
quences across the genome and epigenome. These
new optical analysis methods were crucial in estab-
lishing the existence of a range of chromatin compac-
tion states that are heterogeneous in nature (143).
Despite some technical limitations, biophysics helps
advancing imaging and quantification of various
chromatin interactions at the earliest stages of DNA
compaction. Thus, advancing our understanding of
the chromatin and associated interactome dynamics
can shed new light on disease mechanisms, ranging
from oncological disorders to metabolic and immune
pathologies (2).
New methods in biophysics for higher-order
chromatin structure studies

The epigenomic landscape above the chromatin

Chromatin ordering within the nuclear space is a com-
plex process that must accommodate not only pack-
aging of the genome but also proper gene expression
and replication of DNA. Studies exploring the 3D orga-
nization of the genome and genomic loci interactions
have challenged the long-established dogma of a strin-
gent hierarchical organization. The transcriptional or
chromatin state is responsible for the formation of
small compartmental domains, and the different levels
of compaction result from created inter- or intrachain
contacts (153,154). These new insights encouraged
the development of new analytical methodologies
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that can capture transient events or new structural ele-
ments within the genome and epigenome.

When moving from sequences and nucleosomes
to higher organizational units (Fig. 2), it becomes neces-
sary to evaluate chromatin accessibility and conforma-
tion. This has been mostly achieved through
microscopy-based techniques and specific molecular
biology assays, such as chromatin immunoprecipitation
or nuclease accessibility of DNA (155). The global chro-
matin accessibility analysis provided information on
what interactors can be found around chromatin and
what sequences are preferred. Furthermore, sequencing
allowed prediction of DNA-structural differences and
how different genomic regions are organized and how
they change over time. For example, chromosome
conformation capture (3C) (53) and subsequent evolu-
tions of the method to 4C (54) and 5C (52) helped eval-
uate spatial changes in nuclear organization through
gene expression. These techniques allow prediction of
the three-dimensional conformation of chromatin by
cross-linking chromatin and restrictively digesting the
extracted DNA. Gene-specific PCR or other high-
throughput next-generation sequencing methods help
identify these DNA regions coming into close proximity.
Thus, tracking such organizational changes can eluci-
date what genomic regions become activated (10,156).

An important organizational level to consider is chro-
matin domains, which consist of several different
architectural elements from topologically associated
domains (TADs), lamina-associated domains, and
nucleolar-associated domains to long-range contacts,
such as chromosome domains (77,78,157–159)
(Fig. 2). Sequencing and genome-scale studies high-
light that the nuclear environment is important in regu-
lating gene expression and that it can also play a role in
various diseases, including developmental disorders
and cancer (57,160). Yet, going beyond sequences
and inferred associations is still difficult, and the
research is relying more and more on biophysical tools
to capture structural and organizational aspects of
higher-order chromatin organization (156).
Physicochemical aspects of the higher-order epigenetic
structures

Studies on chromatin organization and the complex
architecture involving multiple elements underscored
the structural and functional plasticity of chromatin
and its role in nuclear organization, gene expression,
and protein-chromatin interactions (37,156,158).
Monya Baker provided an excellent overview of how
new data and better analytical approaches changed
the understanding of the gene activity from a linear
DNA sequence to chromatin structures that dictate
gene expression (161).



Studying thermodynamic interactions can facilitate
the exploration of epigenetic processes on a larger
scale. The simplest interaction analysis can be per-
formed with microscale thermophoresis (MST), which
offers a rapid method to characterize molecular inter-
actions between proteins and DNA requiring microliter
volumes with low concentrations of interactors. MST
relies on precise temperature gradients for thermopho-
retic movement depending on the size, charge, and
hydration shell. Thus, binding and/or association
can be tracked by quantifying the fluorescence of a
labeled target molecule, for which fluorescence can
be affected by alterations in the chemical microenvi-
ronment (55). Shubert and L€angst reported that binding
affinities (picomolar and millimolar scale) permit the
analysis of the epigenetic interactions occurring be-
tween proteins and protein-DNA complexes (55). MST
can capture even more biomolecular interactions,
such as binding events of histone complexes or the in-
fluence of the nucleosomal milieu on the recognition of
histone modifications (56).
Higher-order structure analysis employing structural
biophysics approaches

Earlier efforts to determine protein complexes and
chromatin architecture generally focused on x-ray crys-
tallography, but it was mostly constrained to domains
or subunits posing technical challenges in achieving a
high resolution (Table 1) (71,72). Recent breakthroughs
in cryo-EM as well as computational analysis allowed
the visualization of chromatin-modifying or tethered
protein (71,73,74). For example, a cryo-EM study on
heterochromatin protein 1 (HP1), which interacts with
H3K9me3 maintaining constitutive heterochromatin,
allowed capturing the heterochromatin formation
mediated by HP1 (119,68,69,162). Machida and co-
workers demonstrated that HP1 bridges the adjacent
nucleosomes via histone H3 contacts to promote pair
formation and DNA regions between dinucleosomes
are exposed to solvent without any clear signs of inter-
action with HP1. Cryo-EM studies also revealed nucle-
osome aggregation into 30 nm fiber via stacked
nucleosomal arrays (72). Nevertheless, the debate
about the existence and precise nature of the 30 nm
in vivo is still ongoing (10,113,146,163,164). A recent
study of 3D organization of chromatin in vivo in Schiz-
osaccharomyces pombe demonstrated the existence
of porous chromatin structure without any indication
of 30-nm fiber (70). Therefore, exploring and document-
ing different states of the higher-order structures of
chromatin can help build a conceptual framework for
these structures at high resolution.

It is also important to note that chromatin domain
analysis builds on long-range electrostatics, eluci-
dating how these forces change the chromatin fiber
organization (165–167). An exciting study proposed
a method to directly measure nucleosome electro-
statics through ion counting (75). Inductively coupled
plasma MS (BE-ICP MS) is used to determine the
number of ionosphere ions around the molecule com-
plex—in this case, a nucleosome. BE-ICP MS allows a
precise measurement of the magnitude of the sur-
rounding electrostatic field, and the authors were
not only able to directly measure nucleosome electro-
statics but also showed that although nucleosome
formation leads to reduction of the complex charge,
the negative electrostatic field around the nucleo-
some is nevertheless maintained. Thus, the polyelec-
trolyte nature of the nucleosome cannot be
underestimated when considering DNA compaction
and binding factor interactions.

Parallelization of multiple techniques has been
recently demonstrated with integrative DNA and pro-
tein tagging platform. This approach combines
biochemical enrichment using a bifunctional transpo-
sase-peroxidase with bioinformatic analysis of the
genomic and proteomic profiles of open chromatin
(76). Similarly, another recent study multiplexed the
analysis by profiling DNA methylation and chromatin
architecture in single cells; specifically, the investiga-
tion evaluated if distal DNA sequences can have a co-
ordinated methylation through chromatin folding (168).
To simultaneously capture DNA methylation and chro-
matin conformation, Li and co-workers (168) devel-
oped Methyl-HiC, a method for in situ high-throughput
chromosome conformation capture (Hi-C) and whole-
genome bisulfite sequencing. The authors demon-
strated that their method accurately characterized
both >80% of the methylome and the main architec-
tural features of a chromosome in a biological sample.
A very interesting direction was also taken in this study
by designing single-cell Methyl-HiC to resolve the
epigenetic heterogeneity across different cells.
Theoretical and experimental biophysics offers novel insights
for 3D epigenome studies

As discussed above, 3D genome organization can
affect gene expression and change how other proteins
access genomic regions. Although it might still be diffi-
cult to fully capture the complex nature of chromatin
packing, biophysical modeling in silico allows expand-
ing our theoretical and conceptual understanding of
these processes.

Using Monte Carlo simulations, Yanao et al. identi-
fied the importance of asymmetric bend-writhe elastic-
ity of DNA when higher-order structures are formed,
providing insights into DNA wrapping around nucleo-
some cores (169). However, further investigations are
Biophysical Reports 1, 100028, December 8, 2021 15



required to refine the models and take into consider-
ation other parameters, such as more degrees of
freedom for DNA movements as well as twisting,
stretching, and occurring rigidities. Another study em-
ployed a Monte Carlo simulation to describe the nucle-
osome geometry and impact of repeat length on
chromatin fiber compaction (170). It is postulated
that nucleosomal units form higher-order chromatin
structures referred as “30 nm chromatin fiber,” and
their physicochemical properties depend on the me-
chanical forces and ionic conditions (114). More com-
plex models were developed to explore energetically
feasible conformations of the fibers, in which it was
shown that the level of DNA supercoiling depends on
the length of the internucleosome linker in the chro-
matin fiber (118). Norouzi and co-authors hypothesized
that the topological polymorphism of chromatin fibers
may regulate transcription, as different levels of DNA
supercoiling occur around RNA polymerase. The au-
thors were successful in confirming this prediction,
with their developed model assessing genome-wide
nucleosome repeat length distribution in active and si-
lent yeast genes. The chromatin environment, contain-
ing numerous polyions in the form of DNA, histones,
and ions, is also dependent on the electrostatic interac-
tions that govern the structural interplay. Nikolay Koro-
lev et al. described the necessary “electrostatic
conditions” to achieve a nucleosome and chromatin
organization (171). The reviewed electrostatic rules
provide important insights into the role of acidic do-
mains found in nuclear proteins, such as nucleoplas-
min, high-mobility group proteins, and histone
chaperones, as well as how other PTMs alter chromatin
structure and dynamics (171). It is important to note
that current theoretical models, for example, Poisson-
Boltzmann mean-field calculations or all-atom models,
show little agreement on nucleosome electrostatics
(114,172,173) and remain to be experimentally tested.
3D imaging of the epigenome

As we move past the primary epigenomic organization
units, wemight ask how structural components in chro-
matin can be imaged and tracked at a larger scale. New
imaging-based 3D genomics techniques made this
possible by tracing chromatin folding or nucleosome
architecture. Spatial epigenome analysis to identify
genomic contact regions started with sequencing-
based Hi-C. TADs were one of the structures identified
with Hi-C (57,58). Similar sequencing-based efforts led
to further identification of lamina-associated domains
and nucleolus-associated chromosomal domains
(57,58).

Although light microscopy could not resolve higher-
order chromatin structures, confocal microscopy
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brought better resolution, for example, enabling the
tracking of fluorescent DNA strand assembly into chro-
mosomes (156,59). For example, confocal microscopy
in combination with immunohistochemistry was used
to track chromatin territories and subdomains (60).
Zwettler and co-authors combined structured illumina-
tion microscopy and different expansion microscopy,
as well as magnified analysis of the proteome to inves-
tigate the molecular organization of the synaptonemal
complex, which is responsible for proper synapsis, i.e.,
recombination and segregation of homologous chro-
mosomes (61). Although single-molecule localization
microscopy reached ultrastructure levels, a new image
processing software needed to be developed (61).
Another macromolecular complex study used fluores-
cently labeled trinucleosome arrays via fluorescence
resonance energy transfer to explore chromatin struc-
ture effects on the DNA access. The authors were
able to define two intermediate conformational states
and the microscopic rate constants for chromatin fiber
spontaneously opening to DNA-processing protein
complexes (65).

Chromatin tracing was introduced to track the 3D
folding of chromatin using multiplexed fluorescence
in situ hybridization (63). A recent review by Hu and
Wang details the development and challenges of chro-
matin tracing (64). They discuss how the correct 3D
genome organization is essential for its function and
how image-based 3D genomics techniques allow the
direct tracing of chromatin folding and capture of the
nucleome architecture. Subcellular structures and
single-molecule dynamics can also be imaged using
single-molecule localization microscopy. Indeed, this
technique was employed to investigate damage to
DNA and assess molecular structures during repair
(62). Another research team combined 3D DNA points
accumulation for imaging in nanoscale topography
with spinning disk confocal microscopy (66). The au-
thors achieved multiplexed 3D super-resolution with
sample depths up to �10 mm as well as resolution of
up to 20 nm planar and 80 nm axial. A review summari-
zing single-molecule optical genome mapping (67) pro-
vides an in-depth overview of the current methods used
for detecting large-scale genomic rearrangements and
simultaneous mapping of multiple genomic layers.
Diverse applications of the optical techniques are dis-
cussed in the context of epigenomics, in which they
can be used for bacterial strain identification, detection
of genes responsible for antibiotic resistance, or eluci-
dation of new disease-relevant structural variations.

Imaging of the chromatin architecture is moving for-
ward at a fast pace and addressing technical chal-
lenges creates new research opportunities. Large
volumes of imaging data and complex analyses also
demonstrate why computational techniques and



algorithms are becoming one of the central pieces in
epigenetic research.
Bioinformatics, ML, and AI: harmonizing biophysical
observations with high-throughput computing

As introduced earlier, technical advancements rely on
the ability to evaluate the growing number of complex
data sets and draw meaningful conclusions. Thus,
computational algorithms have been increasingly em-
ployed to model and extrapolate experimental data.
Bioinformatics represents a fast-growing field in mul-
tiomics integration (8), and it is worth highlighting
that novel computational pipelines are becoming
more available, allowing integration of multiomics
data spanning genome, epigenome, transcriptome,
proteome, metabolome, and even microbiome
(8,22,174–177). Moreover, ML, AI, and deep learning
(DL) have also found their applications in epigenetic
analyses.

The high dimensionality of data requires new statis-
tical and algorithmic approaches. A recent study aimed
to analyze deep features of DNA methylation by
designing a deep neural network that was based on
several stacked binary restricted Boltzmann machines
to learn the low-dimensional deep features of DNA
methylation. The method's self-learning ability extracts
the low-dimensional features allowing the separation
of the normal and pathological samples. The authors
claim that compared to other probabilistic mixture
model-based methods, their deep neural network-
based method performs significantly better when
comparing error rates for sample differentiation
(178). Another interesting application of DL was to
study 6mA. Despite the large volume of data generated
for this DNA signature in eukaryotes, the role of DNA
6mA remains elusive. To address the biotechnological
limitations of the analysis of this base modification, a
DL-based algorithm has been developed for predicting
de novo DNA 6mA (179). ML analyses of methylation
profiles have also been applied in plant studies to un-
cover tissue-specific expression patterns. Another
study employed a mixture of six ML algorithms through
“VotingClassifier,” in which each data point is subjected
to each ML model predictions. The predictions shared
by the majority of models are used to form the final pre-
diction (180). In the context of application develop-
ment, the DL framework MethylNet was made
accessible to epigenetics researchers to identify rele-
vant CpG and perform such tasks as cell-type deconvo-
lution, cancer subtype classification, or age regression
(age estimation) (181).

DNA base modifications such as 5mC and 6mA have
also been explored using a bidirectional recurrent neural
network with long short-term memory to detect DNA
modifications from short-read bisulfite sequencing as
well as long-read PacBio sequencing (182). The devel-
opedmethod, named DeepMod, was evaluated on three
types of genomes (E. coli, Chlamydomonas reinhardtii,
and Homo sapiens), showing average precision up to
0.99 for both synthetically introduced and naturally
occurring 5mC modifications; slightly lower average
precision (�0.9) was reached for 6mA on E. coli data.
In another study, DeepSignal (DL method) was devel-
oped to detect 6mA and 5mC (H. sapiens, E. coli, and
pUC19) from Nanopore sequencing reads at a read
and genome level (183). DeepSignal consists of four
modules in which two modules are employed to
construct features from raw electrical signals of Nano-
pore reads using a convolutional neural network (CNN)
(signal feature) and bidirectional recurrent neural
network (sequence feature). Constructed features
from these reads are then fed into a fully connected neu-
ral network to predict the methylation states (182).
Although DL can be successfully applied to a genome-
scale detection of DNA modifications, a successful
design of the neural network architecture still requires
in-depth testing and comparative studies to facilitate
the epigenetic analysis. An excellent review by Xu and
Seki discusses recent advances in the detection of
base modifications using the Nanopore sequencer
and summarizes associated statistical tests as well
as MLmethods (184). They also comment on the appli-
cations of Nanopore technology to study open chro-
matin, DNA replication, and RNA metabolism.

Computational microscopy and associated DL
methods have been increasingly employed to compen-
sate resolution limits, to reduce artifacts, or for image
analysis (185–188). For example, high-density photoac-
tivated localizationmicroscopyandDLwereused togain
insight into the spatiotemporal organization of the
genome by capturing resolved super-resolution images
of chromatin in living cells (189). A computational chro-
matin model for elongated �45–90 nm wide chromatin
structures or “blobs” was showed to form dynamically
associating chromatin fragments. The devised Deep-
photoactivated localization microscopy (or DL-based
photoactivated localization microscopy) method used
CNN and previously developed methods to obtain su-
per-resolution images from stochastically blinking emit-
ters, such as fluorescent molecules (189,190).
Computational and experimental work demonstrated
that the chromatin structure and dynamics are closely
linked, and this may play a role in making the regions
with a high local chromatin concentration more acces-
sible (189). Chromatin architecture was also explored
using a CNN-based approach to evaluate links to the
transcriptional state of individual cells (188).

Connecting different layers of biological information,
such as the epigenetic markers and phenotype, might
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be challenging, but new bioinformatics models provide
a means to map the intricate regulatory networks and
their effects. For example, epigenome-wide associa-
tion studies (EWASs) focus on elucidating the interac-
tions between observable characteristics and the
epigenome. EWASs require a rigorous study design in
which statistical significance and power, confounding
factors, and statistical assumptions need to be care-
fully considered (2,191). One of the key obstacles in
EWASs is the epigenetic variability between different
types of cells, which might reduce our ability to recover
relevant biological information (2,192,193). To obtain
accurate estimates of cell-type composition in a sam-
ple, a new statistical approach, factored spectrally
transformed linear mixed model “EWASher” (FaST-
LMM-EWASher) was developed. FaST-LMM-EWASher
automatically corrects for cell-type composition
without prior knowledge of the distribution (194). The
model uses a linear mixed model (195) combined
with principal components to compute the methylome
similarity between every pair of samples. The deduced
similarities are then used as the covariance in the
mixed model to approximate cell-type composition.

ML has been applied not only in experimental ana-
lyses but also in the clinics. The dramatic growth in
big data processing capabilities permits the processing
of clinical data sets, and there are exciting opportunities
to enrich general clinical readouts with epigenetic
biomarker data. A review by Rauschert and colleagues
offers insights into how ML models can be used to uti-
lize DNA methylation information to diagnose disease
states related to cancers, obesity, neurodevelopmental
syndromes, and cardiovascular pathologies (196).
However, themain challenge is to acquire reliable, orga-
nized, and longitudinal patient data to increase the pre-
dictive power. Moreover, information-rich patient data
might also push for better regulations in howalgorithms
are selected and benchmarked to ensure that the out-
puts can be trusted (3,180,196,197). For example, epige-
netic biomarker (mSEPT9 biomarker for colorectal
cancer) was approved by the US Food and Drug Admin-
istration for the use in a diagnostic kit for blood-plasma-
based analysis (198).

Considering all the progress in epigenetics, it be-
comes apparent that the epigenetic marks exploration
cannot rely on just experimental observations. It is also
important to integrate the generated data with epige-
netic control levels and their interactions. In addition,
the enthusiasm in ML and AI and big data requires
rigorous testing to ensure that no “black box” situations
are created in which it is hard to evaluate the conclu-
sions. Better advocacy for regulatory oversight is also
needed to ensure that the market is not flooded with
tools that have very little value for making a real scien-
tific and/or clinical impact.
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Future perspectives

The growing number of biophysical tools used
to analyze the various levels of epigenetic processes
offer an unprecedented insight into this regulatory
network. Moreover, biophysical techniques in epige-
netics expand qualitative and semiquantitative ana-
lyses into the exploration of structural interactions,
chromatin architecture elements, or binding events.
The growing computational power as well as multidis-
ciplinary approaches will likely connect biophysical
wet-lab tools with computational modeling. Moreover,
by expanding our understanding of how the epigenome
regulatory network is organized, we can develop better
therapeutic solutions. The first steps to prepare high-
throughput assays in epigenetics reflect the need for
clinical application innovation to detect biomarkers
and stratify patients (3,100,199). Bridging the gap be-
tween bench analyses and practical applications will
facilitate future advancements in epigenetics.
Image preparation and text mining methods

PubMed text mining (>30 million records) (200)
and graph and word cloud rendering were performed
using R programming language (v 4.0) in RStudio
environment (201); the packages used for data mining
and integration were easyPubMed (https://cran.
r-project.org/web/packages/easyPubMed/index.html)
and Rentrez (https://cran.r-project.org/web/packages/
rentrez/index.html). Biorender (202) platform was
used to generate the representation of the epigenome
architecture.
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